A model–model and data–model comparison for the early Eocene hydrological cycle
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Abstract. A range of proxy observations have recently provided constraints on how Earth’s hydrological cycle responded to early Eocene climatic changes. However, comparisons of proxy data to general circulation model (GCM) simulated hydrology are limited and inter-model variability remains poorly characterised. In this work, we undertake an intercomparison of GCM-derived precipitation and \( P – E \) distributions within the extended EoMIP ensemble (Eocene Modelling Intercomparison Project; Lunt et al., 2012), which includes previously published early Eocene simulations performed using five GCMs differing in boundary conditions, model structure, and precipitation-relevant parameterisation schemes.

We show that an intensified hydrological cycle, manifested in enhanced global precipitation and evaporation rates, is simulated for all Eocene simulations relative to the preindustrial conditions. This is primarily due to elevated atmospheric paleo-CO\(_2\), resulting in elevated temperatures, although the effects of differences in paleogeography and ice sheets are also important in some models. For a given CO\(_2\) level, globally averaged precipitation rates vary widely between models, largely arising from different simulated surface air temperatures. Models with a similar global sensitivity of precipitation rate to temperature (d\( P/dT \)) display different regional precipitation responses for a given temperature change. Regions that are particularly sensitive to model choice include the South Pacific, tropical Africa, and the Peri-Tethys, which may represent targets for future proxy acquisition.

A comparison of early and middle Eocene leaf-fossil-derived precipitation estimates with the GCM output illustrates that GCMs generally underestimate precipitation rates at high latitudes, although a possible seasonal bias of the proxies cannot be excluded. Models which warm these regions, either via elevated CO\(_2\) or by varying poorly constrained model parameter values, are most successful in simulating a match with geologic data. Further data from low-latitude regions and better constraints on early Eocene CO\(_2\) are now required to discriminate between these model simulations given the large error bars on paleoprecipitation estimates. Given the clear differences between simulated precipitation distributions within the ensemble, our results suggest...
that paleohydrological data offer an independent means by which to evaluate model skill for warm climates.

1 Introduction

Considerable uncertainty exists in understanding how the Earth’s hydrological cycle will function on a future warmer-than-present planet. State-of-the-art general circulation models (GCMs) show a wide inter-model spread for future precipitation and run-off responses when prescribed with the same greenhouse gas emission trajectories (Collins et al., 2013; Knutti and Sedlácek, 2013). Remarkably few studies have investigated the hydrology of ancient greenhouse climates, but understanding how the hydrological cycle operated differently during these intervals could provide insight into the mechanisms which will govern future changes and the sensitivity of these processes (e.g. Pierrehumbert, 2002; Suarez et al., 2009; White et al., 2001). In particular, characterising the hydrological cycle simulated in GCMs using paleo-boundary conditions and comparisons to geological proxy data can contribute to developing an understanding of how well models that are used to make future predictions perform for warm climates.

Numerous proxy studies indicate that the early Eocene (56–49 Ma) was the warmest sustained interval of the Cenozoic, with evidence for substantially elevated global temperatures relative to preindustrial conditions in both marine (Zachos et al., 2008; Dunkley Jones et al., 2013; Inglis et al., 2015) and terrestrial settings (Huber and Caballero, 2011; Pancost et al., 2013). Beginning in the mid-Paleocene, a long-term warming trend resulted in bottom water temperatures increasing by about 6°C, culminating in the sustained warmth of the Early Eocene Climatic Optimum (EECO, 53–50 Ma; Littler et al., 2014; Zachos et al., 2008). The EECO, pollen and macrofossil evidence indicates near-tropical forest growth on Antarctica (Pross et al., 2012; Francis et al., 2008) and fossils of fauna including alligators, tapirs, and non-marine turtles occur in the Canadian Arctic (Markwick, 1998; Eberle, 2005; Eberle and Greenwood, 2012). Absolute temperatures for the Palaeogene remain controversial (e.g. Taylor et al., 2013; Douglas et al., 2014; Hollis et al., 2012), but sea surface temperatures (SSTs) may have reached 26–28°C in the southwest Pacific during this interval (TEX86 – tetraether index of 86 carbon atoms; Hollis et al., 2012; Bijl et al., 2009). The EECO mean annual air temperature (MAT) of Wilkes Land margin on Antarctica has been estimated to be 16 ± 5°C (nearest living relative, NLR, based on paratropical vegetation), with summer temperatures as high as 24–27°C, inferred from soil bacterial tetraether lipids (MBT–CBT, methylation of branched tetraethers and cyclisation of branched tetraethers; Pross et al., 2012;) similar but slightly higher MATs were obtained from New Zealand (Pancost et al., 2013). Low-latitude data are scarce, but oxygen isotopes of planktic foraminifera and TEX86 indicate SSTs off the coast of Tanzania > 30°C (Pearson et al., 2007; Huber, 2008). Superimposed on these longer-term trends were a series of briefer transient “hyperthermal” warmings, associated with global-scale perturbations to the carbon cycle. The most prominent of these was the Paleocene–Eocene Thermal Maximum (PETM; ~ 56 Ma) which resulted in surface warming of between 5–9°C above background levels (Dunkley-Jones et al., 2013; McInerney and Wing, 2011). A number of smaller-amplitude hyperthermals followed, including the Eocene Thermal Maximum 2 (ETM2), H2, 11, 12, and the K/X events (Cramer et al., 2003; Lourens et al., 2005; Stap et al., 2010), with the latter events occurring within the peak multityrillion year warmth of the EECO (e.g. Kirtland-Turner et al., 2014). These later hyperthermals are also characterised by rapid warming and transient changes in the carbon cycle, although the environmental consequences are less well explored (e.g. Nicolo et al., 2007; Sluijs et al., 2009; Krishnan et al., 2014).

Determining the causes of warmth and simulating the climatic variability of this interval has been a major focus of paleoclimatic modelling. Whilst the role of paleogeographic changes throughout the Eocene is the subject of debate (e.g. Inglis et al., 2015; Bijl et al., 2013; Lunt et al., 2015), changes in greenhouse gases and carbon cycling have been widely invoked to explain both the early Eocene multityrillion year warming trend and hyperthermals (e.g. Komar et al., 2013; Slodnick et al., 2012; Zachos et al., 2008). However, few proxy estimates of early Eocene atmospheric carbon dioxide exist. Paleosol geochemistry indicates that concentrations could have reached ~ 3000 ppmv (i.e. > 10 times preindustrial CO2; Yapp, 2004; Lowenstein and Demicco, 2006), whilst stomatal index approaches yield more modest values of 400–600 ppmv (i.e. 1.5–2 times preindustrial CO; Royer et al., 2001; Smith et al., 2010). Recent modelling indicates that terrestrial methane emissions could also have been significantly greater than modern values, representing an additional greenhouse gas forcing (Beerling et al., 2011). Considering proxy uncertainties in both age and pCO2 calibration, these estimates represent a range of plausible atmospheric greenhouse gas concentrations with which to undertake GCM studies. However, simulating warm high-latitude and equable continental interior temperatures implied by temperature proxies has proven challenging, with models struggling to replicate the reduced Equator–pole temperature gradient implied by the proxies (Huber and Sloan, 2001; Valdes, 2011; Pagani et al., 2013, and references therein). This has resulted in the suggestion that GCMs may be missing key heat transfer processes or mechanisms for warmth (e.g. Abbot and Tziperman, 2008; Huber et al., 2004; Korty et al., 2002; Kirk-Davidoff, 2002) as well as in a re-evaluation of existing proxy data and new modelling aimed at reducing data–model anomalies (Sagoo et al., 2013; Kiehl and Shields, 2013; Loptson et al., 2014; Sluijs et al., 2006; Huber and Caballero, 2011; Lunt et al., 2012).
These proxies collectively indicate an early Eocene hydrological cycle different to that of the present day, but only limited proxy–model comparisons have been made (Pagani et al., 2006; Speelman et al., 2010; Winguth et al., 2010). Such comparisons will be valuable for a better understanding of the climate of warm time intervals but also offer an alternative to temperature by which to evaluate GCM performance and/or constrain boundary conditions. Some analysis of model precipitation and $P$—sensitivity to imposed CO$_2$ (Winguth et al., 2010), paleogeography (e.g. Roberts et al., 2009), and parametric uncertainty (Sagoo et al., 2013; Kiehl and Shields, 2013) has been undertaken, but the range of hydrological behaviour simulated within different models has not yet been assessed. Broadly, GCMs indicate that future warming will be associated with an exacerbated $P – E$ distribution, as increased water vapour transport occurs from moisture divergence zones into convergence zones (Held and Soden, 2006; Chou and Neelin, 2004). An intensified hydrological cycle, associated with increased meridional transport of water vapour is therefore consistent with regions of both wetting and drying, although this thermodynamic response may be complicated by dynamical shifts in atmospheric circulation (e.g. Chou et al., 2009; Bony et al., 2013; Chadwick et al., 2012). However, these hypotheses remain largely untested on ancient climate states. Lunt et al. (2012) undertook a model intercomparison of early Eocene warmth, EoMIP, based on an ensemble of 12 Eocene simulations undertaken in four fully coupled atmosphere–ocean climate models, a summary of which is given in Table 1. This demonstrated differences in global surface air temperature of up to 9 °C for a single imposed CO$_2$ and differing regions of CO$_2$-induced warming, but the implications for the hydrological cycle have not been considered.

This study addresses three main questions. (1) How do globally averaged GCM precipitation rates for the Eocene

### Table 1. Summary of model simulations in the ensemble adapted from Table 1 of Lunt et al. (2012). Additions detailing precipitation schemes are from Table 2 of Dai (2006). Some models have irregular grids in the atmosphere and/or ocean have spectral atmospheres. The atmospheric and ocean resolution is given as $X \times Y \times Z$, where $X$ is the effective number of grid boxes in the zonal, $Y$ in the meridional, and $Z$ in the vertical. $e$: eccentricity; $o$: obliquity; $p$: longitude of perihelion.

<table>
<thead>
<tr>
<th>Model</th>
<th>Eocene simulation reference</th>
<th>Model reference</th>
<th>Atmospheric resolution</th>
<th>Oceanic resolution</th>
<th>Palaeogeography</th>
<th>Sun length (years)</th>
<th>City levels</th>
<th>Orbital configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECAM5</td>
<td>Leppäräinen et al. (2014)</td>
<td>Rose et al. (2005)</td>
<td>96 × 31 × 19</td>
<td>96 × 73 × 20</td>
<td>Proprietary</td>
<td>&gt; 3400</td>
<td>≤ 2, 6</td>
<td>2, p: preindustrial orb</td>
</tr>
<tr>
<td>CSM3 (H)</td>
<td>Liu et al. (2009)</td>
<td>Yeager et al. (2006)</td>
<td>96 × 40 × 26</td>
<td>100 × 112 × 25</td>
<td>Proprietary</td>
<td>&gt; 3400</td>
<td>≤ 4, 6</td>
<td>2, p: preindustrial orb</td>
</tr>
<tr>
<td>CSM3 (K)</td>
<td>Kiehl and Shukla (2013)</td>
<td>Collins et al. (2006)</td>
<td>96 × 40 × 26</td>
<td>100 × 116 × 25</td>
<td>As CCSM 3 (H)</td>
<td>&gt; 3400</td>
<td>≤ 4, 6</td>
<td>2, p: preindustrial orb</td>
</tr>
<tr>
<td>GISS-ER</td>
<td>Roberts et al. (2009)</td>
<td>Schmidt et al. (2006)</td>
<td>72 × 45 × 20</td>
<td>72 × 45 × 13</td>
<td>As CCSM 3 (H)</td>
<td>&gt; 3400</td>
<td>≤ 4, 6</td>
<td>2, p: preindustrial orb</td>
</tr>
<tr>
<td>FAMOUS</td>
<td>Sagoo et al. (2013)</td>
<td>Jones et al. (2005); Smith et al. (2000)</td>
<td>48 × 37 × 11</td>
<td>96 × 73 × 20</td>
<td>Proprietary</td>
<td>&gt; 3400</td>
<td>≤ 4, 6</td>
<td>2, p: preindustrial orb</td>
</tr>
</tbody>
</table>

### Model
- **Eocene simulations reference**: Reference simulations for the Eocene.
- **Model reference**: Models used for the simulations.
- **Atmospheric resolution**: Resolution of the atmospheric model.
- **Oceanic resolution**: Resolution of the oceanic model.
- **Palaeogeography**: Palaeogeographical settings.
- **Sun length (years)**: Length of the solar cycle.
- **City levels**: City levels used in the simulations.
- **Orbital configuration**: Orbital configuration used in the simulations.
compare to preindustrial simulations and vary between models in the EoMIP ensemble? (2) How consistently do the EoMIP GCMs simulate regional precipitation and $P-E$ distributions? (3) Do differences between models affect the degree of match with existing proxy estimates for mean annual precipitation?

2 Model descriptions

The EoMIP approach of Lunt et al. (2012) is distinct from formal model intercomparison projects which utilise a common experimental design (e.g. PMIP3, Paleoclimate Modelling Intercomparison Project Phase III, Taylor et al., 2012; CMIP5, Coupled Model Intercomparison Project, Phase 5: Braconnot et al., 2012). Instead, the EoMIP models differ in their boundary conditions and span a plausible early Eocene CO$_2$ range, utilise different paleogeographic reconstructions, and specify different vegetation distributions. This is in addition to internal differences in model structure and physics, including precipitation-relevant parameterisations such as those relating to convection and cloud microstructure. Whilst this may hinder the identification of reasons for inter-model differences, the ensemble spans more fully the uncertainty in boundary conditions, which is appropriate for deep-time climates such as the early Eocene.

The ensemble, summarised in Table 1, includes a range of published simulations of the early Eocene carried out with fully dynamic atmosphere–ocean GCMs. We extend the EoMIP ensemble as originally described by Lunt et al. (2012) to include simulations published by Sagoo et al. (2013), Kiehl and Shields (2013), and Loptson et al. (2014). A brief description of each model and the corresponding simulation is given below. Each model produces large-scale (stratiform) and convective precipitation separately, also summarised in Table 1. Greenhouse gases other than CO$_2$ are included in some of the simulations and are held at preindustrial levels (i.e. an Eocene simulation with an atmospheric CO$_2$ concentration twice that of preindustrial conditions is referred to as “x2” and one with a concentration four times that value is referred to as “x4”).

2.1 HadCM3L

HadCM3L (Hadley Centre Coupled Model, Version 3L) is a version of the GCM developed by the UK Met Office (Cox et al., 2000). Eocene simulations performed at x2, x4, and x6 preindustrial concentrations of atmospheric CO$_2$ were presented by Lunt et al. (2010) in their study of the role of ocean circulation as a possible PETM trigger via methane hydrate destabilisation. In these simulations, models were integrated for more than 3400 years to allow intermediate-depth ocean temperatures to equilibrate. Both the atmosphere and ocean are discretised on a 3.75° longitude $\times$ 2.5° latitude grid, with 19 vertical levels in the atmosphere and 20 in the ocean. Vegetation is set to a fixed globally homogenous shrubland.

The effect of using an interactive vegetation model, TRIFFID (Top–down Representation of Interactive Foliage and Flora Including Dynamics; Cox, 2001), on temperature proxy–model anomalies was considered by Loptson et al. (2014), who performed simulations at x2 and x4 preindustrial CO$_2$, continuations of those of Lunt et al. (2010). Within each grid cell, TRIFFID simulates the fractional coverage of five plant functional types, which in turn influences climate via feedbacks including albedo, evapotranspiration rate, and carbon cycling (Cox et al., 2001). This study indicated that for a given prescribed CO$_2$, the inclusion of dynamic vegetation acts to warm global climate via albedo and water vapour feedbacks. We refer to these simulations as HadCM3L (T).

The effect of dynamic vegetation on precipitation distributions and global precipitation rate was additionally briefly considered, but comparisons to precipitation proxy data or to other models have not been undertaken.

2.2 FAMOUS

FAMOUS (Fast Met Office/UK Universities Simulator) is an alternative version of the UK Met Office’s GCM, adopting the same climate parameterisations as HadCM3L but solved at a reduced spatial and temporal resolution in the atmosphere (Jones et al., 2005; Smith et al., 2008). Atmospheric resolution is 7.5° longitude $\times$ 5° latitude, with 11 levels in the vertical, whilst the ocean resolution matches that of HadCM3L. Both modules operate at an hourly time step. Because of its reduced resolution, FAMOUS has been used for transient simulations with long run times and in perturbed parameter ensembles where a large number of simulations are required (Smith and Gregory, 2012; Williams et al., 2013). Sagoo et al. (2013) used FAMOUS to study the effect of parametric uncertainty on early Eocene temperature distributions by varying 10 climatic parameters which are typically poorly constrained in climate models. Their results demonstrated that a globally warm climate with a reduced Equator-to-pole temperature gradient can be achieved at x2 preindustrial CO$_2$ level. Of the 17 successful simulations which ran to completion, our focus is on E16 and E17, the simulations which have the shallowest Equator-to-pole temperature gradient and which show the optimal match to marine and terrestrial temperature proxy data. At the ocean grid resolution, the paleogeography matches that of Lunt et al. (2010). Vegetation is set to a fixed homogenous shrubland. All simulations were run for a minimum of 8000 model years and full details of the perturbed parameters are provided in Sagoo et al. (2013). Sagoo et al. show DJF and JJA precipitation distributions for their globally warmest and coolest simulations, but comparisons to other models or to proxy data have not been made.
2.3 CCSM3

We utilise three sets of simulations performed with CCSM3 (Community Climate System Model, Version 3), a GCM developed by the US National Centre for Atmospheric Research in collaboration with the university community (Collins et al., 2006). The first set was initially used by Liu et al. (2009) in their study of Eocene–Oligocene sea surface temperatures and subsequently compared to terrestrial proxy data in a study of the early Eocene climate equability problem by Huber and Caballero (2011). These simulations are configured with atmospheric CO$_2$ at x2, x4, x8, and x16 preindustrial levels. Models were integrated for between 2000 and 5000 years until the sea surface temperature was in equilibrium. The atmosphere is resolved on a 3.75° longitude by ∼ 3.75° latitude (T31) grid with 26 levels in the vertical, and the ocean is resolved on an irregularly spaced dipole grid. The prescribed land surface cover follows the reconstructed vegetation distribution utilised in Sewall et al. (2000). Following the approach of Lunt et al. (2012), we refer to these simulations as CCSM3 (H).

The second set of simulations, which we refer to as CCSM3 (W), was described by Winguth et al. (2010) and Shellito et al. (2009) and conducted at x4, x8, and x16 preindustrial CO$_2$. Relative to the CCSM3 (H) simulations, these simulations utilised a solar constant reduced by 0.44%, adopted an updated vegetation distribution (Shellito and Sloan, 2006), and utilised a marginal sea parameterisation, resulting in paleogeographic differences, particularly in polar regions. However, the major difference between the simulations is that the CCSM3 (W) simulations utilise a modern-day aerosol distribution, whereas CCSM3 (H) adopts a reduced loading for the early Eocene based on a hypothesised lower early Eocene ocean productivity (Kump and Pollard, 2008; Winguth et al., 2012).

The third set of simulations, CCSM3 (K), is described in Kiehl and Shields (2013). This study investigated the sensitivity of Eocene climatology to the parameterisation of aerosol and cloud effects, specifically by altering cloud microphysical parameters including cloud drop number and effective cloud drop radii. Modern-day values from pristine regions are applied homogeneously across land and ocean. Simulations were performed at two greenhouse gas concentrations corresponding to possible pre-trans-PETM atmospheric compositions which are equivalent to about x5 and about x9 preindustrial CO$_2$ levels respectively. Paleogeography and vegetation distribution are the same as those used in CCSM3 (W), and the solar constant is reduced by 0.487% relative to the preindustrial value. Changes in precipitation distribution between high- and low-CO$_2$ simulations have previously been shown for the CCSM3 (W) and CCSM3 (K) simulations (Winguth et al., 2010; Kiehl and Shields, 2013), but how robust these Eocene distributions are to GCM choice remains unknown.

2.4 ECHAM5/MPI-OM

The ECHAM5/MPI-OM (European Centre Hamburg Model, Version 5, and Max Planck Institute Ocean Model) model is the GCM of the Max Planck Institute for Meteorology (Roeckner et al., 2003), used by Heinemann et al. (2009) in their study of reasons for early Eocene warmth. The simulation was performed at x2 preindustrial CO$_2$, using the paleogeography of Bice and Marotzke (2001) and a globally homogenous vegetation cover, with lower albedo but larger leaf area and forest fraction than preindustrial, equivalent to a modern-day woody savannah. Atmospheric components are resolved on a Gaussian grid, with a spacing of 3.75° longitude and approximately 3.75° latitude. Relative to the preindustrial simulation, methane is increased from 65 to 80 ppb and nitrous oxide from 270 to 288 ppb for the Eocene, but these are negligible relative to change in radiative forcing associated with a doubling of preindustrial CO$_2$. Latitudinal precipitation distributions in the simulation relative to the preindustrial conditions were considered by Heinemann et al. (2009) and elevated convective precipitation at high latitudes was suggested to be consistent with convective clouds as a high-latitude warming mechanism (Abbot and Tziperman, 2008).

2.5 GISS-ER

The E-R version of the Goddard Institute for Space Studies model (GISS-ER; Schmidt et al., 2006) was utilised by Roberts et al. (2009) in their study of the impact of Arctic paleogeography on high-latitude early Eocene sea surface temperature and salinity. Here, we include the simulation with the open Arctic paleogeography of Bice and Marotzke (2001) which is also utilised in the ECHAM5 simulation. The simulation was performed with CO$_2$ at x4 preindustrial levels and CH$_4$ at x7 preindustrial levels, equivalent to a total Eocene greenhouse gas forcing of about x4.3 preindustrial CO$_2$. The atmospheric component of GISS-ER has a grid resolution of 4° latitude by 5° longitude with 20 levels in the vertical; the ocean model is of the same horizontal resolution but with 13 levels. Vegetation is prescribed as in Sewall et al. (2000). The hydrological cycle is shown to be intensified for the Paleogene simulation, with elevated global precipitation and evaporation rates, but spatial precipitation distributions were not studied.

3 Results

3.1 Preindustrial simulations

The simulation of precipitation is a particular challenge for GCMs given the range of spatial and temporal scales on which precipitation-producing processes occur, compared to a typical model grid and time step (e.g. Knutti and Sedlacek, 2013; Hagemann et al., 2006). Model resolution and the parameterisation schemes which account for sub-grid-scale
precipitation, in addition to temperature distributions, differ between the GCMs in the ensemble (Table 1). We initially summarise model skill in simulating preindustrial mean annual precipitation (MAP) to provide context for our Eocene model intercomparison and to identify which, if any, precipitation structures are unique to the Eocene and which are more fundamentally related to errors particular to a given GCM.

Figure 1 shows preindustrial MAP distributions for each GCM in the EoMIP ensemble and anomalies for each preindustrial simulation relative to CMAP observations (1979–2010) calculated as model minus observations (right colour bar). The inset to the right of (a) indicates the principal features of the CMAP precipitation distribution, as discussed in the text.

i. All of the EoMIP GCMs simulate the principal features of the observed preindustrial MAP distribution, although errors occur in their position and strength. The Inter-tropical Convergence Zone (ITCZ), North Atlantic and North Pacific storm tracks, and subtropical precipitation minima over eastern ocean basins are identifiable for each simulation, but differences are evident between the models. Some biases are common to a number of the models, in particular those relating to the ITCZ and tropical precipitation. HadCM3L, FAMOUS, Gruber et al., 2000). The following observations can be made.

Figure 1. Preindustrial precipitation distributions as simulated in the EoMIP models (modern paleogeography). Panels (a, b, d, f, h, j), and (l) show mean annual precipitation (MAP; left colour bar), and panels (c, e, g, i, k), and (m) show anomalies relative to CMAP observations (1979–2010) calculated as model minus observations (right colour bar). The inset to the right of (a) indicates the principal features of the CMAP precipitation distribution, as discussed in the text.
Figure 1 demonstrates that some precipitation biases are individual to particular GCMs. Whilst these are most noticeable over the high-precipitation tropical and subtropical oceans, such as offsets in the location of maximum precipitation intensity or strength of storm tracks, relative differences within low-precipitation continental regions can also be considerable (Mehran et al., 2014; Phillips and Gleckler, 2006). This is particularly the case for the Sahel region of northern Africa and the Antarctic continental interior (Fig. S2). We hypothesise that GCMs applied to the study of paleoclimates are also likely to show significant regional differences in their precipitation distribution, underlining the importance of model intercomparison. Given that all of the models simulate the principal features of MAP distribution, we carry all forward to our Eocene analysis. However, it is important to recognise that significant model biases in simulating precipitation distribution exist, even where boundary conditions are well constrained.

3.2 Sensitivity of the global Eocene hydrological cycle to greenhouse gas forcing

The EoMIP model simulations were configured with a range of plausible early Eocene and PETM atmospheric CO₂ levels, yielding a range of global mean surface air temperatures (Lunt et al., 2012). It is therefore possible to evaluate how consistently precipitation rates are simulated across the GCMs (i) for a given CO₂ level, (ii) for a given global mean temperature or, in the case of those models for which multiple simulations have been performed, (iii) for a given CO₂ change, and (iv) for a given global mean temperature change. Closure of the GCM global hydrological budget requires that total annual precipitation and evaporation are equal, providing there is no net change in water storage; the imbalances, summarised in Table S1 in the Supplement are less than 30 cm yr⁻¹− equivalently no greater than 60 cm yr⁻¹−, and more than 80 % of the multimodel mean terrestrial surface has an anomaly less than 30 cm yr⁻¹−. In low-precipitation regions, these errors still result in significant percentage errors (Fig. S1 in the Supplement).

ii. Errors over the continents are smaller than those over the oceans. Absolute errors in MAP are largest over the high-precipitation tropical and subtropical oceans and frequently exceed 150 cm yr⁻¹ in the case of ITCZ and SPCZ offsets. Over the continents, anomalies are generally no greater than 60 cm yr⁻¹, and more than 80 % of the multimodel mean terrestrial surface has an anomaly less than 30 cm yr⁻¹. In low-precipitation regions, these errors still result in significant percentage errors (Fig. S1 in the Supplement).

iii. Models show regional differences in precipitation skill.
The degree to which the global hydrological cycle will intensify with future global warming has received much attention (e.g. Allen and Ingram, 2002; Held and Soden, 2006; Trenberth, 2011). Held and Soden (2006) show a ∼2% increase in global precipitation per degree of warming for AR4 GCMs forced with the A1B emissions scenario but with notable inter-model variability. For those simulations with multiple CO2 forcing, it is possible to estimate how this sensitivity varies for the Eocene. We show the dP/dT relationships for each model as well as the increase in percentage of precipitation for a 1 °C temperature increase over the range of 15–30 °C (Table 2). Both CCSM3 and HadCM3L appear to be broadly comparable at ∼1.8–2.1% increase in the intensity of the hydrological cycle for each degree of warming, consistent with the future-climate simulations.

Some variation in the intensity of the hydrological cycle simulated by the EoMIP models may be expected to occur independently of global mean surface air temperature. For preindustrial conditions, boundary conditions are largely constant across the simulations (atmospheric composition, continental positions, orography, and ice sheet distribution), yet the simulations show a spread of ∼0.30 mm day\(^{-1}\), which exceeds the precipitation increase for a doubling of CO2 from x2 to x4 preindustrial levels in both CCSM3 (H) (0.13 mm day\(^{-1}\)) and HadCM3L (0.18 mm day\(^{-1}\)). Differences in global precipitation rate between the preindustrial simulations are not explained by differences in temperature (Fig. 2b) but may relate to more fundamental differences in model physics, particularly between HadCM3L and CCSM3 (W) given that a more active hydrological cycle is consistently simulated in HadCM3L for both the Eocene and preindustrial conditions. Further simulations using equivalent precipitation parameterisation schemes for large-scale and convective precipitation would be required to fully evaluate this hypothesis.

For both x2 and x4 CO2 simulations, the HadCM3L simulations that include the TRIFFID dynamic vegetation model have a near-identical precipitation rate to those without (Fig. 2b). However, the x4 CO2 simulation with dynamic vegetation is substantially warmer than the x4 CO2 simulation with fixed homogenous shrubland. The inclusion of the dynamic vegetation model acts to warm the surface climate as described in Loptson et al. (2014), but this does not yield an associated increase in precipitation. Relative to the fixed shrubland simulations, the TRIFFID simulations show a reduction in continental evapotranspiration in response to a doubling of CO2, which results in diminished moisture availability over the tropical landmass, for a given temperature (Fig. S3). The TRIFFID simulations therefore exhibit a reduced hydrological sensitivity of an only ∼1.3% increase in precipitation per degree of warming (dP/dT) compared with ∼1.8% for the non-TRIFFID simulations.

<table>
<thead>
<tr>
<th>Model simulations</th>
<th>P – T regression(^1)</th>
<th>% increase P per °C warming over range(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HadCM3L</td>
<td>P = 19.51 T + 782.89</td>
<td>1.81</td>
</tr>
<tr>
<td>HadCM3L (T)</td>
<td>P = 14.33 T + 874.01</td>
<td>1.32</td>
</tr>
<tr>
<td>CCSM3 (H)</td>
<td>P = 21.38 T + 738.22</td>
<td>2.02</td>
</tr>
<tr>
<td>CCSM3 (K)</td>
<td>P = 22.61 T + 710.60</td>
<td>2.15</td>
</tr>
<tr>
<td>CCSM3 (W)</td>
<td>P = 21.46 T + 696.28</td>
<td>2.11</td>
</tr>
<tr>
<td>FAMOUS</td>
<td>P = 27.86 T + 576.22</td>
<td>2.80</td>
</tr>
</tbody>
</table>

\(1\) T: SAT (°C); \(P\): global precipitation (mm yr\(^{-1}\)). \(2\) Precipitation sensitivity is calculated over the range of 15–30 °C.

Table 2. Summary of relationships between global surface air temperature and precipitation rate.
Figure 3. Mean annual precipitation distributions for each member of the EoMIP ensemble in millimetre per year (early Eocene paleogeography; $\sim 55$ Ma). $\text{CO}_2$ for each model simulation is shown above each plot. The FAMOUS simulations are both at x2 $\text{CO}_2$. 
In the FAMOUS simulations undertaken by Sagoo et al. (2013; Fig. 2d), all simulations are performed at x2 CO₂, but global temperatures range between 12.3 and 31.8 °C on account of simultaneous variation of 10 uncertain parameter values, some of which directly influence cloud formation and precipitation. Within these simulations there is also a linear relationship between surface air temperature and global precipitation (R² = 0.965; n = 17), suggesting that the global intensity of the hydrological cycle remains primarily coupled to global temperature, despite greater scatter around the dP/dT relationship. Despite this, the overall dP/dT relationship in FAMOUS is higher than that of HadCM3L and HadCM3L (T), with a ∼2.8 % increase in precipitation for each degree of warming (Table 2).

In HadCM3L, the Eocene simulation at x1 CO₂ and preindustrial simulations have similar global precipitation rates (Fig. 2a), implying that Eocene boundary conditions other than CO₂ do not exert a major influence on the intensity of the hydrological cycle, raising the global precipitation rate by only ∼0.10 mm day⁻¹. Moreover, even this small increase is consistent with and likely driven by a small increase in global surface air temperature. Furthermore, the preindustrial simulations for both CCSM3 and HadCM3L lie on, or close to, the Eocene-derived dP/dT lines (Fig. 2c), suggesting that globally, the precipitation rate for a given temperature is not increased or decreased for the Eocene, despite differences in low-latitude land–sea distribution, ocean gateways, and a lack of Eocene ice sheets. Intriguingly, extrapolating the dP/dCO₂ relationship backwards to x1 CO₂ for CCSM (W) would require an Eocene precipitation rate ∼7 % above that of the preindustrial rate. This suggests a more substantial effect of Eocene boundary conditions on elevating absolute precipitation rates for CCSM3 (W) than that seen in HadCM3L, but one that is still operating via temperature effects. GISS-ER has a marginally more vigorous hydrological cycle than the other models for a given global temperature. Roberts et al. (2009) show that the global precipitation rate in a preindustrial simulation with x4 CO₂ in GISS-ER is ∼4 % greater than that of preindustrial conditions, whereas the Paleogene simulation has a precipitation rate ∼23 % above that of the preindustrial conditions. Therefore, non-greenhouse gas Paleogene boundary conditions are crucial in elevating the precipitation rate in this model, in contrast to HadCM3L. However, this also appears to be mediated by temperature effects, given that the Eocene simulations of Roberts et al. (2009) are also substantially warmer than preindustrial geography simulations x4 CO₂ greenhouse gas concentrations.

Figure 4. Latitudinal temperature and precipitation distributions in the HadCM3L and ECHAM5 (left), CCSM3 (H) and CCSM3 (K) (centre), and FAMOUS (right) members of the EoMIP ensemble. Panels (a–c) show mean surface air temperature, (d–f) total precipitation rate, (g–i) convective precipitation, and (j–l) large-scale precipitation. The HadCM3L, ECHAM5, and CCSM3 atmospheric CO₂ levels are shown in the key. All FAMOUS simulations are x2 CO₂ but differ in value for 10 uncertain parameters (Sect. 2). Simulation names E1–E17 shown in the legend correspond to those given by Sagoo et al. (2013). Black dotted lines show output from preindustrial simulations, with the exception of ECHAM5, shown in orange.

3.3 Variability in mean annual precipitation (MAP) distribution

3.3.1 Spatial distribution of MAP

Figure 3 shows MAP distributions for each EoMIP simulation. Eocene distributions are relatively similar to those for preindustrial conditions (Fig. 1), with clearly recognizable ITCZ and SPCZ structures, and subtropical precipitation minima, the distributions of which appear to be long-standing characteristics of Cenozoic precipitation. Relative
to preindustrial simulations, the Eocene distributions exhibit increased precipitation at high latitudes as a consequence of elevated temperatures in these regions. In CCSM in particular, the Eocene is characterised by a more globally equitable precipitation rate: the expansion of zones of highest precipitation in the Eocene relative to preindustrial conditions is muted compared with a more extensive loss of low-precipitation regions. Additional support for this is provided by a comparison of mean precipitation rates for land and ocean (Table S2). The preindustrial ratio of land: ocean precipitation is maintained in the Eocene HadCM3L and ECHAM5 simulations, whereas in CCSM, precipitation rates over land and ocean are typically equal. The effects of differences in simulated surface air temperatures between models within the ensemble are also evident: for a given global surface temperature, HadCM3L maintains cooler poles than CCSM3 and ECHAM5 (Sect. 3.3.2), and regions with MAP < 300 cm yr\(^{-1}\) persist in the Arctic and Antarctic, even x4 CO\(_2\).

Modelled Eocene MAP features are frequently traceable to those identified in preindustrial simulations (Sect. 3.1), including the single tropical convergence zone in the GISS-ER simulation at x4 CO\(_2\) and the double ITCZ in a number of the models. Elsewhere, the Eocene precipitation distribution diverges from those of the preindustrial simulations and may be related to specific Eocene paleogeography, elevated CO\(_2\), or other boundary conditions. In HadCM3L, there is a clear trend towards a more south-easterly trend of SPCZ in the higher-CO\(_2\) simulations, which is not replicated in the warm simulations of the sister model FAMOUS. The SPCZ in CCSM3 is also far weaker in the Eocene simulations, compared to preindustrial simulations. The mechanisms which control the SPCZ in the modern day, particularly its northwest–southeast orientation, are only partially understood, with zonal SST gradients, the intensity of trade winds, and the height of the Andes all suggested to be important influences (Matthews, 2012; Cai et al., 2012). In the EoMIP simulations, CCSM3 shows much slacker surface winds at the Equator with reduced low-level convergence, whilst HadCM3L maintains stronger convergence of south-easterly trade winds with north-easterlies originating from the Pacific subtropical high (Fig. S4). Despite similar preindustrial precipitation distributions over tropical Africa, CCSM3 and HadCM3L strongly diverge in the Eocene, with CCSM3 showing far more intense equatorial precipitation. In CCSM3, evaporation is consistently less than the precipitation rate, which likely results in the recharge of soil moisture throughout the year and an availability of moisture for convective precipitation. The FAMOUS simulations E16 and E17 represent two realisations of very warm climates with a reduced Equator–pole temperature gradient; in these simulations significant increases in midlatitude precipitation are particularly accentuated over the Pacific Ocean. Increases in convection in the subtropics and midlatitudes are sufficient to eliminate the precipitation minima seen in other models at these latitudes.

For a given CO\(_2\), differing boundary conditions, parameterisation schemes, and simulated model air temperatures prevent direct assessment of whether Eocene regional precipitation distributions are robust across different GCMs. Model simulations have a substantially different amount of water vapour in the atmosphere and differing global precipitation rates and it is not meaningful to average these simulations. Instead, we show a multimodel mean in Fig. 5 for simulations with a common global precipitation rate to provide an assessment of regional variability between model simulations with the same global strength hydrological cycle. Elevated high-latitude precipitation for the early Eocene relative to preindustrial conditions is robust between GCMs, although absolute values remain variable between models, particularly in the Southern Hemisphere, likely due to differing Antarctic orography. Differences between models in the midlatitudes are smaller, resulting in some confidence that the secondary precipitation maxima were polewards of their preindustrial location during the Eocene. Equatorial precipitation remains highly variable between models but is accentuated relative to preindustrial conditions.

### 3.3.2 Controls on precipitation distribution

Precipitation rates for each simulation are summarised in Table S2, including separate rates calculated over land and ocean surfaces and rates deconvolved into those arising from convective and large-scale contributions. These data show that elevated precipitation rates in the high-CO\(_2\) Eocene simulations are largely the result of increased convection, al-
though in the ECHAM5 model a greater percentage of precipitation is generated by large-scale mechanisms in both the Eocene and preindustrial simulation. Figure 4 shows how convective and large-scale precipitation rates vary with latitude for a selection of the EoMIP simulations. This reveals differences between models in the mechanisms responsible for precipitation distributions which can be related to surface air temperature distributions. In the HadCM3L simulations, the midlatitude maxima in both large-scale and convective precipitation advance polewards with increasing CO₂, with precipitation increases over the high northern latitudes driven almost exclusively by enhanced large-scale precipitation. CCSM3 has substantially warmer poles, which results in much enhanced high-latitude large-scale precipitation relative to HadCM3L, although large-scale latitudinal contributions differ somewhat for preindustrial simulations at both low and high latitudes. In CCSM3 (K), the warmest CCSM3 simulations, polar temperatures are elevated compared to CCSM3 (H) as is total precipitation in these regions, but in this case large-scale precipitation is reduced over much of the high latitudes and the higher total precipitation is due to convective processes. Midlatitude precipitation maxima within the ECHAM5 simulation arise from large-scale mechanisms rather than convection; however, this is also true of the preindustrial simulation and does not relate to Eocene boundary conditions.

In the warmest FAMOUS simulations of Sagoo et al. (2013), the high latitudes experience particularly significant increases in large-scale precipitation, such that the maximum values are those at the poles in the E17 simulation, and in the Southern Hemisphere the local midlatitude precipitation maximum is lost. Elevated midlatitude temperatures in the warm FAMOUS simulations additionally result in significant increases in convective precipitation which are not simulated in the cooler simulations and models. Overall, convective precipitation in FAMOUS increases as both global temperatures rise and equatorial-to-polar temperature gradients decrease, regardless of the underlying parameter configuration; this emphasises the fundamental control of temperature distribution on precipitation, as opposed to the effect of alteration of any one specific parameter.

Improvements in the simulation of precipitation in modern-day climate simulations are often related to better resolved topography (e.g. Gent et al., 2010). However, given the variety of differences in boundary conditions between the EoMIP simulations, topography appears to only have limited power in explaining differences between regional precipitation responses. Figure S5 shows differences in topography and precipitation rate between three sets of simulations with similar global precipitation rates: (i) HadCM3L and FAMOUS, where the models have similar parameterisation schemes but differ in atmospheric grid resolution; (ii) CCSM3 (W) and HadCM3L – different models, but with a similar resolution; (iii) CCSM3 (W) and CCSM3 (H) – the same model but slightly different topographic boundary conditions. The HadCM3L and CCSM3 (W) simulations show some substantial differences in the topography around the Rockies, with the increased elevation in CCSM3 possibly accounting for the increased precipitation in this region. However, differences in topography over the Asian subcontinent do not result in any systematic differences in precipitation rate. Regions of similar topography elsewhere, including over the tropics, have far more divergent precipitation responses between the models, which do not relate to local differences in topography.

For HadCM3L and CCSM3, simulations at different CO₂ concentrations provide an insight into how regional Eocene precipitation distributions are impacted by warming, and anomaly plots for high CO₂ simulations minus low CO₂ simulations are shown in Fig. 6. For the same CO₂ forcing, CCSM3 is globally cooler than HadCM3L (Lunt et al.,
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Figure 7. Percentage of mean annual precipitation falling in the extended summer season (MJIAS for Northern Hemisphere, NDJFM for Southern Hemisphere; early Eocene paleogeography); regions with > 55% summer precipitation are outlined in blue. Results from preindustrial simulations are shown in the Supplement. CO$_2$ for each model simulation is shown above each plot. The FAMOUS simulations are both at x2 CO$_2$. 2012), but the anomalies for x16–x4 CO$_2$ (CCSM (W)) and x6–x2 CO$_2$ (HadCM3L) display similar global changes in temperature and therefore precipitation rate on account of similar dP/dT relationships (Fig. 2; Table 2). Intriguingly, HadCM3L displays far greater spatial contrasts in net precipitation change, particularly over the ocean: between the pair of HadCM3L simulations, some 23% of the Earth’s surface experiences an increase or decrease in precipitation greater than 60 cm yr$^{-1}$, compared to just 6% in the CCSM3 simulations. Ignoring differences in the spatial pattern of atmospheric circulation, such as those relating to differing SPCZ (Sect. 3.3.1), the underlying response appears to be an increase in precipitation in the deep tropics and a reduction in precipitation in the subtropics, at least over the Pacific Ocean. This increase in moisture in the convergence zone and decrease in the divergence zones appears to relate to a more vigorous change in tropical atmospheric circulation in the HadCM3L model relative to CCSM3 (Fig. S6). Spatial patterns are additionally model dependent: in HadCM3L, there is a clear increase in the strength of storm tracks along the eastern Asian coastline, which is not repeated in CCSM3. In HadCM3L, decreases in precipitation occur around the Peri-
Tethys and along the coastline of equatorial Africa. Therefore, although models within the EoMIP ensemble exhibit similarities in their global rate of precipitation change with respect to temperature, regional precipitation distributions are strongly model dependent.

### 3.4 Precipitation seasonality

The evolution and timing of the onset of global monsoon systems in the Eocene has been the subject of debate (Licht et al., 2014; Sun and Wang, 2005; Wang et al., 2013). Proxy studies for the early Eocene have highlighted differences in precipitation seasonality relative to modern conditions (Greenwood et al., 2010; Greenwood, 1996; Schubert et al., 2012) and geochemical and sedimentological changes at the PETM have also been attributed to changes in seasonality (Sluijs et al., 2011; Schmitz and Pujalte, 2007; Handley et al., 2012). Previous modelling work utilising CCSM3 has suggested that much of the mid–late Eocene was monsoonal, with up to 70% of annual rainfall occurring during one extended season in northern and southern Africa, North and South America, Australia, and Indo-Asia (Huber and Goldner, 2012). However, GCMs have been shown to differ greatly in their prediction of future monsoon systems (e.g. Turner and Slingo, 2009; Chen and Bordoni, 2014), and therefore we examine the similarities and differences in Eocene models with respect to the seasonality of their precipitation distributions.

Figure 7 shows the percentage of precipitation falling in the extended summer season (MJAS for Northern Hemisphere; NDJFM for Southern Hemisphere) following the approach of Zhang and Wang (2008) also utilised in the Eocene studies of Huber and Goldner (2012) and Licht et al. (2014). This metric has been shown to correlate well with the modern-day distribution of monsoon systems. Overall, the models show a global distribution of early Eocene monsoons in high-CO$_2$ climates that is similar to those simulated under preindustrial simulations (Fig. S7). Australia is markedly less monsoonal than in preindustrial simulations due to its more southerly Eocene paleolocation. Note that regions where winter season precipitation dominates fall at the lower end of the scale, these tend to be over the ocean surface but also include regions around the Peri-Tethys and both the Pacific and Atlantic US coasts.

HadCM3L is notable in that it is more seasonal at high latitudes, simulating an early Eocene monsoon centred over modern-day Wilkes Land region of Antarctica. Although proxy data have suggested highly seasonal precipitation regimes for both the Arctic (Schubert et al., 2012) and Antarctic (Jacques et al., 2014) during this interval, these systems are maximised in the x2 CO$_2$ simulation and weaken somewhat in the simulations with elevated CO$_2$. This arises due to the high-temperature seasonality of Arctic and Antarctic Eocene regions in HadCM3L relative to the other models (e.g. Gasson et al., 2014). In austral winter, Antarctic temperatures are sufficiently low to suppress precipitation, whilst this constraint is lifted somewhat in the higher-CO$_2$ simulations, which produce more equable rainfall distribution. Crucially, the effect of elevated global warmth on the extent of Eocene monsoons is consistent across the models, with higher-CO$_2$ simulations associated with a decline in terrestrial areas with seasonal precipitation regimes (Table 3).

### 3.5 $P − E$ distributions

The difference between precipitation and evaporation ($P − E$) is essential for understanding the wider impacts of an enhanced Eocene hydrological cycle. Over land, this parameter broadly determines how much precipitation will become soil water and surface run-off, the partitioning itself being dependent on the land surface and vegetation schemes within the models (e.g. Cox et al., 1998; Oleson et al., 2004). Over the ocean, $P − E$ drives differences in salinity which can affect the Eocene ocean circulation (Bice and Marotzke, 2001; Waddell and Moore, 2008). We show mean annual ($P − E$) budgets for each of the EoMIP simulations in Fig. 8. In warmer climates, an exacerbation of existing ($P − E$) is expected – that is, the wet become wetter and the dry drier, as the moisture fluxes associated with existing atmospheric circulations intensify (Held and Soden, 2006). Broadly, the EoMIP simulations support this paradigm for the Eocene relative to preindustrial conditions (Fig. 5). CCSM3 shows fairly minor changes in the boundaries between net precipitation and net evaporation zones at higher CO$_2$ (Fig. 8), although the net evaporation zones in HadCM3L do migrate polewards over the eastern Pacific and North Atlantic at high CO$_2$. Other dynamic changes within HadCM3L are coupled to the precipitation responses: the more meridionally orientated SPCZ results in a weaker zonally averaged Southern Hemisphere evaporative zone and the expansion of precipitation along the Asian coastline results in a more positive
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Figure 8. Mean annual $P - E$ distributions for each member of the EoMIP ensemble in millimetres per year (early Eocene paleogeography). CO$_2$ for each model simulation is shown above each plot. The FAMOUS simulations are both at x2 preindustrial CO$_2$. 
"The asymmetry in some of the models’ implied flux is due to a hemispheric imbalance in precipitation and evaporation. For example, in the FAMOUS E17 simulation, there is greater precipitation than evaporation in the Southern Hemisphere, and so more energy is released from the atmosphere by latent heat than is stored, meaning that the implied heat flux does not cross 0 at the Equator. However, since total precipitation is equal to total evaporation globally (Table S1), this is balanced out in the Northern Hemisphere; note that the intense evaporation zone over the North Atlantic is not matched in the Southern Hemisphere for this model. In the majority of the other models, there is greater symmetry in $P - E$ with latitude and the implied flux crosses close to the origin of the graph on Fig. 9. At face value, it may seem that the elevated latent heat transport at mid- to high latitudes could contribute towards the reduced Equator–pole temperature gradient in the EoMIP simulations, but we note that theoretical and modeling-based studies suggest that increased latent heat transport is associated with an increased Equator–pole temperature gradient (Pagani et al., 2013). Within the EoMIP ensemble, meridional temperature gradients and global surface air temperatures covary, and so it is not possible to separate clearly the effects of these different controls (Fig. S8). Nevertheless, these results illustrate that relative to preindustrial conditions, the Eocene hydrological cycle acts to elevate the meridional transport of latent heat, particularly around $45^\circ - 50^\circ$N and S of the Equator."

4 Proxy–model comparison

A range of proxy data provide constraints on how the early Eocene hydrological cycle differed from that of the modern day, including oxygen isotopes from mammalian, fish, and foraminiferal fossils (Clementz and Sewall, 2011; Zachos et al., 2006; Zacke et al., 2009) and from the distribution of climatically sensitive sediments (e.g. Huber and Goldner, 2012). Changes in regional hydrology at the PETM have also been inferred from geomorphological (John et al., 2008; Schmitz and Pujalte, 2007), biomarker (Handley et al., 2011, 2012; Tipple et al., 2013) proxies. These have resulted in qualitative interpretations of hydrological change, although the climatic variables and temporal signal which the proxies record are often uncertain (e.g. Handley et al., 2011, 2012; Tipple et al., 2013; Sluijs et al., 2007). However, quantitative estimates of mean annual precipitation (MAP), derived from micro- and macrofossil fossils, have been made for a number of early Eocene and PETM-aged sections, which can be compared directly with the GCM-estimated precipitation rates described in Sect. 3.

\[ \text{MAP} = \text{constant} \times \text{evaporation} \]

Figure 9. Latitudinal $E-P$ distributions (top) and implied northwards latent heat flux (bottom) in the EoMIP simulations. The black lines indicate preindustrial simulations, with dotted and unbroken lines in (d, h) corresponding to the GISS-ER and ECHAM5 simulations respectively. Heat flux expressed in petawatts (1 PW = 1015 W). Observational $E-P$ in (a) is based on European Centre for Medium-range Weather Forecasts (ECMWF) European Reanalysis (ERA) data (Dee et al., 2011).

\[ \text{flux}_x = \text{evaporation} - \text{precipitation} \]

\[ \text{net precipitation} = \text{net evaporation} \]

\[ \text{flux} = \text{PETM} - \text{preindustrial} \]

\[ \text{equatorial heat} = \text{load} \]

\[ \text{equatorial evaporation} = \text{load} \]
Paleoprecipitation estimates are primarily produced by two distinct paleobotanic methods: leaf physiognomy and NLR approaches. In the former, empirical univariate and multivariate relationships have been established between the size and shape of modern angiosperm leaves and the climate in which they grow, with smaller leaves predominating in low-precipitation climates (e.g. Wolfe, 1993; Wilf et al., 1998; Royer et al., 2005). The NLR approach estimates paleoclimate by assuming that fossilised specimens have the same climatic tolerances as their presumed extant relatives. This approach can utilise pollen, seeds, and fruit in addition to leaf fossils (Mosbrugger et al., 2005). Geologic estimates are less precise than mean annual air temperatures, which may relate to the decoupling between MAP and local water availability (Peppe et al., 2011; Royer et al., 2002), a greater importance of growing season climate (Mosbrugger and Utescher, 1997), or, in the case of physiognomical ap-
Figure 11. Surface air temperature and mean annual precipitation proxy–model anomalies for low- and high-CO$_2$ climates shown by closed and open circles respectively. Simulations are at x2 and x6 the CO$_2$ levels for HadCM3L (a), E17 for FAMOUS (b), x2 and x16 the CO$_2$ for CCSM3 (H) (e), and x5 and x9 CO$_2$ for CCSM3 (K) (d). The data points represent averaged signals for the sites shown in Fig. 10. Estimates of maximum (minimum) error are calculated as anomalies between the highest (lowest) data estimate and the lowest (highest) value within the local model grid.

Our data compilation is provided in Table S3. Some of the data has been compared previously with precipitation rates from an atmosphere-only simulation performed with isoCAM3 (isotope-enabled Community Atmosphere Model, version 3) for the Azolla interval (~49 Ma; Speelman et al., 2010). Our proxy–model comparison includes data for the remainder of the early–mid-Eocene, including a number of recently published estimates such that the geographic spread is widened to include estimates from Antarctica (Pross et al., 2012), Australia (Contreras et al., 2013; Greenwood et al., 2003), New Zealand (Pancost et al., 2013), South America (Wilf et al., 2005), and Europe (Eldrett et al., 2014; Mosbrugger et al., 2005; Grein et al., 2011). We select Ypresian-aged data where multiple Eocene precipitation rates exist, including estimates for the PETM (Pancost et al., 2013), but additionally include some Lutetian and Paleocene data, particularly in regions where Ypresian data do not exist. This approach is justified in some respects given the range of plausible Eocene CO$_2$ with which simulations have been performed. However, each data point is an independent estimate of precipitation for a given point in time, and direct comparisons between data points are hindered given that considerable climatic change occurred throughout this interval (e.g. Zachos et al., 2008; Littler et al., 2014); comparisons are particularly difficult at sites where age control is poor and the proxies could potentially reflect a range of climatic states or atmospheric CO$_2$ (Sect. 1).

Figure 10 shows paleobotanical estimates for MAP for a range of the data in Table S3, along with model-estimated rates for each of the EoMIP simulations. Mean precipitation estimates from each model are derived by averaging over grid boxes centred on the paleolocation in a similar approach to Speelman et al. (2010). This is a nine-cell grid of three by three grid boxes for HadCM3L, GISS-ER, ECHAM5, and CCSM3, although in some instances an eight-cell grid of two by four is used along paleocoastlines. Differing model resolutions and land–sea masks result in averaging signals from slightly different paleogeographic areas, but this approach allows for an assessment of the regional signal, and error bars are included to show the range of precipitation rates present within the locally defined grid. In the reduced-resolution model, FAMOUS, mean and range are derived from two by two grid boxes to ensure that regional climatologies remain comparable. Error bars on the geologic data are generally provided as described in the original publications, with further details also provided in Table S3.

Our results confirm different regional sensitivities across the models. For example, over New Zealand (Fig. 10b),
HadCM3L shows a strong sensitivity to increases in CO$_2$, whereas in CCSM3, elevated CO$_2$ has little effect on precipitation rate. This arises from differing SPCZ precipitation structures, with HadCM3L simulating a shift of the rain belt towards New Zealand in the warmer simulations (Fig. 6). Conversely, in the western US (Fig. 10g), HadCM3L precipitation is stable with respect to increases in CO$_2$ whilst CCSM3 produces increases in precipitation in higher-CO$_2$ simulations. Furthermore, significant variations occur between the degree of match the models show with proxy precipitation estimates. At grid boxes corresponding to modern-day Axel Heiberg Island (Fig. 10h), HadCM3L and GISS-ER are unable to produce sufficient precipitation, whereas the high-CO$_2$ CCSM3 and E16 and 17 FAMOUS simulations are in closer agreement. Over Wilkes Land, Antarctica, all of the EoMIP models show sensitivity to CO$_2$, but all produce too little precipitation, although the FAMOUS and CCSM (K) simulations with warmer polar temperatures (Fig. 4) come closest to replicating the central estimates of geologic data. However, some caution is required in how these differences are interpreted, given that preindustrial GCM errors are also typically of the order of 300 mm yr$^{-1}$ too little precipitation over this region. A similar pattern is apparent in the Paleocene Northwest Territory data (Fig. 10l), with the models using low CO$_2$ and/or yielding cooler polar temperatures showing a dry bias. At the midlatitudes, model biases relative to paleoprecipitation estimates are reduced, including for the continental US (Fig. 10f), Argentina (Fig. 10g), and central Europe (Fig. 10m), where proxy data are within the precipitation range simulated across the suite of simulations.

At Tanzania (Fig. 10e), all model simulations appear to overestimate precipitation and in a number of models elevating CO$_2$ has relatively little impact on precipitation rate. In the HadCM3L simulations in particular, elevating CO$_2$ to levels required to produce a match with early Eocene high-latitude data results in considerable over-precipitation at this low-latitude site, although it should be noted that the Mahenge data are likely mid-Eocene in age and could be representative of a lower-CO$_2$ climate. With a scarcity of low-latitude data, this interpretation remains tentative, particularly given that a number of the models show a marginal preindustrial wet bias over tropical Africa (Fig. 1) and leaf physiognomic methods tend to result in lower precipitation estimates than those provided by other proxies (e.g. Peppe et al., 2011).

The most robust observation from our comparison is that the models produce too little precipitation at locations corresponding to Eocene high-latitude sites. This is consistent with suggestions that GCMs fail to simulate high-latitude warmth for the early Eocene. If high-latitude temperatures are too cold in the model, then the saturation vapour pressure of the atmosphere is suppressed. We demonstrate this coupling of data–model temperature and precipitation errors in Fig. 11. In HadCM3L, increasing CO$_2$ from x2 to x6 preindustrial levels decreases temperature and precipitation proxy–model differences at the majority of sites, resulting in a better overall match to the geologic data. In the case of CCSM3, a relatively good match with precipitation proxy estimates is achieved at both low and high CO$_2$, but models appear too cold at low CO$_2$. In FAMOUS and CCSM3 (K), parameter sets which reduce the Equator–pole temperature gradient and warm the high latitudes are able to minimise errors in both temperature and precipitation with the majority of the geologic data at low CO$_2$. However, in FAMOUS, E17 simulates surface air temperatures > 45° C in Colombia, which produces a significant temperature data–model anomaly. Whilst our compilation allows for some degree of model intercomparison, it is far from a global data set, with a bias towards mid- and high-latitude sites, and a lack of data from low latitudes (Fig. 12; S9). Caution is also required in interpretation given that the data points span the early to mid-Eocene. Although few are dated to the hyperthermals (Table S3), considerable climatic change occurred throughout this dynamic interval (Sect. 1) and the data cannot be assumed to reflect a single CO$_2$ forcing. There is therefore a need for further proxy–model comparisons to corroborate our analysis.

An alternative explanation for the data–model mismatch is that the proxies from high latitudes are seasonally biased recorders of precipitation. The seasonality of the Canadian Arctic during the early Paleogene has been the subject of much interest, with indicators such as reptile and Coryphodon fossils suggesting an equable climate (e.g. Eberle et al., 2014; Eberle and Greenwood, 2012). However, recent analysis of carbon isotopes across tree rings within early–middle Eocene mummified wood has suggested that 3 times as much precipitation fell within the summer season compared to winter (Schubert et al., 2012). Given the extreme winter darkness at such latitudes (e.g. Erberle and Greenwood, 2012), it is possible that proxies are not sensitive to the annual precipitation signal but rather to a shorter, wetter growing season, especially because leaf size is thought to be a trade-off between maximising photosynthesis and minimising water loss (e.g. Peppe et al., 2011). Furthermore, the paleobotanic estimates included here support the concept of a “fossil climate” at high latitudes, i.e. a paleoclimatic state with no modern analogue, which compromises the application of the NLR concept and leaf area analysis, which are calibrated on climatic tolerances of modern-day vegetation distribution. Such an explanation is possible for the models that are cooler at the poles, such as HadCM3L, and that show a clear seasonal cycle in precipitation (Fig. 5); it is less convincing for those models that show a more equable distribution. There is, therefore, a need for further proxy studies which characterise high-latitude precipitation regimes (e.g. Jahren and Sternberg, 2008; Jahren et al., 2009; Schubert et al., 2012). Nonetheless, current best estimates of early and mid-Eocene precipitation rate provide independent evidence for a proxy–model anomaly at high latitudes.
5 Conclusions

The simulations within the EoMIP ensemble support an intensified hydrological cycle for the early Eocene, characterised by enhanced global mean precipitation and evaporation rates and increased meridional latent heat transport. The sensitivity of Eocene precipitation rates to warming is within the range suggested for future IPCC-style climate change scenarios, although some variation is introduced by models which incorporate additional feedbacks, such as the TRIFFID simulations of Loptson et al. (2014). Differences in Eocene surface temperature distributions drive differences between models in their regional precipitation rates including models with similar global precipitation sensitivities (dP/dT). Anomalies between simulations at high and low CO\textsubscript{2} may provide a way by which to constrain changes in precipitation that occur during hyperthermals (Winguth et al., 2010). Regions which are particularly different between HadCM3L and CCSM3 include coastal regions around the Peri-Tethys, the South Pacific, and tropical Africa, which may represent targets for future proxy-data acquisition. We additionally show a summary of where the greatest model spread in some of the simulations of the EoMIP ensemble can be found, along with the existing paleobotanic precipitation estimates in Fig. 12. This emphasises the need for additional data from the low latitudes in order to assess which models perform most realistically. There is now a need to move towards coordinated Eocene experiments between modelling groups, which will improve the ability to mechanistically explain inter-model differences. Simulations with higher-resolution “state-of-the-art” GCMs would also be valuable, given the impacts that the improved representation of orography and smaller-scale atmospheric dynamics have had in reducing biases such as double ITCZ, the representation of storm tracks, and monsoon precipitation (Hack et al., 2006; Delworth et al., 2012; Gent et al., 2010).

Our proxy comparison emphasises the coupling between temperature and precipitation data–model anomalies. For high-latitude sites, model simulations are typically too cold, resulting in suppressed precipitation across a number of the models. Model simulations which enhance high-latitude warmth are in better agreement with existing proxy data, but the size of precipitation error bars prevents the identification of a “best” simulation. Models which warm the poles via high CO\textsubscript{2} (Liu et al., 2009; Winguth et al., 2010) are as successful as models which achieve warmth at low CO\textsubscript{2} by varying poorly constrained parameter values (Sagoo et al., 2013; Kiehl and Shields, 2013). Better constraints on uncertain early Eocene boundary conditions, including CO\textsubscript{2}, and more data from low latitudes are now required, as are other proxy approaches which can verify the high-latitude anomaly we have observed. Forward proxy modelling of water isotopes (Speelman et al., 2010; Sturm et al., 2009; Tindall et al., 2010) and a comparison to archives which incorporate an Eocene δ\textsubscript{D} or δ\textsuperscript{18}O signal (Zacke et al., 2009; Krishnan et al., 2014; Fricke and Wing, 2004) represent one such avenue. Given the potential for paleobotanic proxies to record a growing season signal in the high latitudes, alternative approaches to reconstructing precipitation seasonality are now needed (Schubert et al., 2012).

Proxies sensitive to hydrological changes offer a method independent of temperature by which to assess paleoclimatic model performance. Whilst elevated CO\textsubscript{2} causes a near-global increase in model-simulated surface temperatures, the same warming results in regions of both increased and reduced precipitation and P − E within climate models (Figs. 5 and 9). Even without tightly constrained absolute changes in precipitation or net hydrological balance, the spatial pattern of qualitative indicators may prove a critical test of GCM ability for warm paleoclimates. Where estimates of absolute precipitation rates do exist, our preliminary model–data comparison indicates that GCMs are broadly unable to simulate sufficient high-latitude precipitation for the early Eocene, even with CO\textsubscript{2} configured at the upper end of proxy-inferred estimates. Precipitation biases within models are coupled to those of temperature and our analysis is therefore consistent with the prevailing view of enhanced early Eocene high-latitude warmth. Our study represents a first step towards characterising the variability of the Eocene hydrological cycle simulated in GCMs. Further work is now required to study how other modelled aspects of the hydrological cycle such as run-off and salinity vary within the Eocene and how these hydrological changes may relate to signals preserved in the geological record.

The Supplement related to this article is available online at doi:10.5194/cp-12-455-2016-supplement.
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