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Supplementary material 

S1. Effective depth resolution of the CFA records 

Effective depth resolution of the CFA records was evaluated based on the time it took for the various 

measurement lines in the system to respond to an abrupt change in concentration level. Following the 

approach in Bigler et al. (2011), response times were calculated as the average time required for the 

system to transition from a blank water standard to the highest calibration standard plateau, using the 

10% and 90% levels of the transition curve. From the employed melt rate of 3 cm/min, response times 

were then converted to equivalent response depths as a measure for the effective depth resolution. For 

the RICE CFA set-up, the conductivity record has the highest effective resolution of 0.8 cm, closely 

followed by black carbon (Table S1). 
 

 Response time (s) Response depth (cm) Missing data fraction 

Conductivity  15 ± 2 0.8 ± 0.1 6% 

Acidity 38 ± 3 1.9 ± 0.2 17% 

Calcium 49 ± 6 2.5 ± 0.3 9% 

Black carbon 20 ± 3 1.0 ± 0.2 <1% 

Insoluble dust particles 17 ± 3 1.0 ± 0.2 8% 

 

Table S1: Response times for the CFA system to transition between the blank water level and a 

calibration standard plateau, and the equivalent response depths. Core breaks, contamination, 

measurement errors etc. gave rise to sections of missing data, these comprising from 1% to 17% of 

the total length of the record. Below 129 m, the dust record was extensively contaminated by drill 

liquid, and the missing data fraction is calculated for the uncontaminated top part only.  

S2. StratiCounter settings and procedure 

StratiCounter was initialized based on a preliminary set of manual layer annotations (Fig. 6a) within a 

selected depth interval (40-150 m). The manual annotations were used to produce a set of generalized 

templates for an annual layer in the various impurity records. We note that the manually-counted 

timescale was observed to have a bias towards counting too few layers, resulting in an age for the 

Pleiades tephra that is a few decades younger than observed in WAIS Divide. Applying the Expectation-

Maximization algorithm (e.g. Gupta and Chen 2010), StratiCounter continuously updates and refines 

the statistical description of an annual layer, thereby allowing for changes in layer characteristics with 

depth (Winstrup, 2016; Winstrup et al., 2012). To further increase the independence of the StratiCounter 

timescale from the preliminary manual interpretation, in a final step the entire timescale was reevaluated 

using an improved set of layer templates derived from the algorithm output.  

Rapid thinning of layers with depth in the core necessitated slight changes in StratiCounter settings with 

depth. We therefore divided the record into four sections: an upper (42-180 m), an upper middle (165-

250 m), a lower middle (240-300 m), and a lower section (280-344 m). Overlap sections served as base 

for comparison between the runs, which were found to contain only minor differences. Within these 

sections, the results from the deeper section were used to produce the final timescale.  

For the uppermost section (42-180 m), performance of the algorithm was tested using a variety of 

algorithm settings, which all resulted in very similar timescales (±10 years at 165 m). The final version 

was chosen as the timescale in best agreement with the WD2014 age of the Pleiades tephra horizon 

(Dunbar et al., 2010) found at 165 m of depth (Wheatley and Kurbatov, 2017). Proceeding to the deeper 

sections, the algorithm settings were kept as similar as possible to those employed for the upper part. 
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The main change in settings with depth was the averaging distance employed to produce a lower-

resolution record from the original 1-mm resolution CFA records, performed before automatic layer 

identification. Section delimitations were selected based on estimated layer thicknesses obtained from 

methane matching to the WAIS Divide ice core (Lee et al., 2018), and chosen so that an average layer 

consisted of approximately 10-15 individual data points. Accordingly, the averaging distance was 

successively reduced from 1.5 cm to 0.5 cm to account for the general decrease in layer thicknesses with 

depth (Table S2). Note that the averaging distance applied for the deepest section is less than the 

effective resolution of even the highest-resolution impurity records (Table S1), meaning that successive 

averaged data points are significantly correlated.  

StratiCounter was run based on the full suite of CFA records: Black carbon, acidity, calcium, 

conductivity, and dust (topmost section only). The dust record was excluded for the lower sections due 

to drill liquid contamination. The impurity records were weighted so that records of large similarity (e.g. 

calcium and conductivity) were not treated as independent data series, and with added emphasis on the 

black carbon, which displayed the most pronounced annual signal (Table S2). Before analysis, extreme 

peaks caused by measurement noise and processing errors were removed from the data series. These 

were further standardized using z-scores based on the logarithm of the impurity concentrations in order 

to reduce interannual variability in layer signal.  
 

Section 42.34–180 m 

(42.34-165 m) 

165-250 m 

(165-240 m) 

240-300 m 

(240-280 m) 

280-350 m 

(280-343.7 m) 

Depth resolution (cm) 1.5 1.0 0.75 0.5 

Weights of impurity series      

Black carbon 1 1 1 1 

Acidity 0.5 0.5 0.5 0.5 

Dust 0.5 0 0 0 

Calcium 0.25 0.25 0.25 0.25 

Conductivity 0.25 0.25 0.25 0.25 

 

Table S2: StratiCounter settings for each depth range (in parenthesis is given the interval for which 

the results were used to produce the final combined timescale): Interpolated depth resolution of the 

impurity records before automated layer identification, and weighting of the various impurity 

records in the StratiCounter algorithm. 

S3. The RICE density profile 

Measured densities for the RICE core (Fig. S1) show good agreement with a modelled density profile 

calculated from a steady-state Herron-Langway densification model (Herron and Langway, 1980) when 

using appropriate values for the initial snow density (410 kg m-3; within the range measured in adjacent 

snow pits), surface temperature (-23.5°C; consistent with borehole temperatures (Bertler et al., 2018)), 

and accumulation rate (0.22 m w.e yr-1). The measured density profile was extended to the surface using 

the modelled densities. We note that the initial densification in the Herron-Langway model is 

parameterized as a linear function of depth, depending only on initial snow density and surface 

temperature.  

At intermediate depths (50-120 m), the observed density profile has slightly denser snow than predicted 

by the Herron-Langway model, and, as a result, the firn-ice transition is reached at significantly 

shallower depths than predicted by the model. This difference may indicate that a steady-state 

assumption is invalid, or it may be due to the additional vertical strain present at divide locations 

(Kingslake et al., 2014).  
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Figure S1: Measured and modelled density profile for the RICE core.   

S4: Modeling of the thinning function for reconstructing the 

accumulation rate history 

Model setup 

To calculate the thinning function, we employ a one-dimensional ice-flow model run at an annual time 

step, which tracks the cumulative thinning of an ice layer. At each time step, the full-depth vertical 

velocity profile is found by scaling the shape of the vertical profile (discussed below) to the surface 

velocity. The vertical surface velocity is determined as the sum of the accumulation rate and the rate of 

ice-sheet thinning, the latter assumed constant in time. Forced with a time-dependent accumulation rate, 

the model computes the thinning function based on integration of the vertical strain over time. Starting 

from an assumption of constant accumulation, we iterate until the accumulation history and thinning 

function are consistent. While the surface vertical velocity likely does not vary at annual timescales, the 

resulting thinning functions are smooth, and no improvement comes from using a smoothed 

accumulation history. 

Typical shapes of respectively “pure divide flow” and “flank flow” vertical velocity profiles at 

Roosevelt Island (Figure S2) were found by fitting Lliboutry-type ice-flow shape parametrizations 

(Lliboutry, 1979) to englacial velocities measured from repeat phase-sensitive radar measurements 

(Kingslake et al., 2014). However, no velocity measurements were possible in the upper 90m due to 

effects of firn compaction, meaning that some assumptions on the near-surface velocities were required. 

We therefore computed the thinning function using two different parametrizations of the velocity 

profile.  

As discussed in the main text, the divide may have migrated in the past, and the vertical velocity profiles 

experienced by the ice in the core may thus have changed through time. To account for this, we follow 

Nereson and Waddington (2002) and describe the vertical velocity profiles as time-varying linear 

combinations of the divide and flank profiles. This allows a smooth variation in the vertical velocity 

profiles through time.  

Uncertainties 
For RICE, there are three primary sources of uncertainty in estimating the thinning function: 1) the shape 

of the vertical velocity profile where no measurements exist in the upper 90m, 2) the history of changes 

in the vertical velocity profile as the divide may have migrated, and 3) the rate of ice-sheet thickness 

change. Each source of uncertainty is discussed below.  

The total uncertainty is estimated by calculating the thinning function using two possible 

parametrizations of the vertical velocity profiles, two divide-history scenarios, and three plausible rates 
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of ice-sheet thinning, described below. The resulting accumulation histories are shown in Figure S3. We 

define the uncertainty as the full range of these 12 scenarios, which we interpret as a 95% confidence 

interval.  

The vertical velocity profile 
Following the work of Lliboutry (1979), the vertical ice-flow velocity profiles (�) at normalized depth 

(�) can be parameterized using the vertical velocity at the surface (ws) and a shape factor (p): 

�(�) = �� �1 − 
 + 2
 + 1 � +
1


 + 1 �
��� 

Fitting to the vertical velocities measured for divide-like flow at Roosevelt Island (Fig. S2, red asterisks), 

Kingslake et al. (2014) found the best fit with a surface velocity (ws) of 0.27 m/yr and p = -0.78 (Fig. 

S2, red dashed line). However, this fit has two limitations: i) it over-predicts the vertical velocity at mid-

depths, and ii) given a recent accumulation rate of 0.24 m ice eq./yr, it implies a thinning of the ice sheet 

of 0.03m/yr. This amount of ice-sheet thickness change is at the upper limit of what is plausible given 

the observed structure of the Raymond Arch.  

A more negative p value, p = -1.22, better matches the vertical velocity measurements, but requires a 

larger surface velocity, which can be excluded. As noted by Kingslake et al. (2014), the vertical velocity 

profile is near-linear in the upper part of the measurements. We therefore construct a second 

parametrization of the velocity profile as follows: We employ the Lliboutry fit using p = -1.22, but 

replace the top part with a linear velocity increase towards the surface, starting at 155m ice equivalent 

depth (Fig. S2, solid red line). This is our preferred vertical velocity profile for divide-type flow at 

Roosevelt Island. The associated downwards surface velocity of 0.26m/yr corresponds to an ice-sheet 

thinning rate of 0.02 m/yr, which is consistent with the characteristics of the Raymond Arch.  

For flank-type flow, the misfit to the measured vertical velocity measurements was minimized using ws 

= 0.24 m/yr and p = 4.16 (Fig. S2, blue line), for which good agreement between measurements and 

model was obtained (Kingslake et al., 2014).  

 

Figure S2: Vertical velocity profiles (scaled to the surface velocity, ws) used for calculating 

the RICE thinning functions. Two shape parametrizations for divide flow were used (red lines), 

both derived from fitting to the measured vertical velocities (Kingslake et al., 2014). Our 

preferred fit (solid red line) improves the overall misfit and does not have a bias at mid-depth. 

For the flank-flow profile (blue), we used the fit from Kingslake et al. (2014). Also shown are 

vertical velocity profiles for transitional flow (black lines), calculated as a linear combination 

of the two profiles consisting of 70% divide flow and 30% flank flow, as appropriate for the 

majority of the RICE core. 
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Divide migration history       
As discussed in the main text, there is ambiguity in the history of divide migration, and how it has 

influenced the vertical strain history at the core site. The main cause of uncertainty is the inference of 

maximum near-surface strain rates, i.e. the most “divide-like” flow, being slightly offset to the east of 

the present topographic divide (Kingslake et al., 2014; Fig 6b), where the ice core was drilled. It may 

therefore be that the drill site is not located at the present location of full divide-like flow. However, we 

note that there is considerable uncertainty in the pRES measurements of vertical strain rates, and that 

these do not extent to within 90m of the surface. In the near-surface layers, the peak of the Raymond 

Arch tilts towards to the modern summit, suggesting that the divide (and the location of maximum 

divide-flow) has migrated towards the current topographic summit in the most recent past. We consider 

this to be the most likely ice-divide migration and corresponding flow history.   

In our preferred scenario with recent divide migration, the older ice in the core experienced a transitional 

flow regime somewhere between flank and ice-divide flow, but is now experiencing full divide flow. 

Starting from ~120m (~1500 CE), the amplitude of the Raymond Arch at the core site is approximately 

70% of the peak amplitude. Prior to 1512 CE (500 years before the core was drilled), we therefore used 

a vertical velocity profile appropriate for divide-flank (70%/30%) transitional-type ice flow (Fig. S2; 

black lines). Over the following 250 years (1512-1762 CE), the ice divide was assumed to migrate to its 

present position, while the vertical velocity profile transitioned to full divide-type flow.  

To account for the uncertainty in divide migration during the most recent past, the thinning function was 

also calculated for the following second scenario: We assume that maximum divide-flow has always 

been offset from the topographic summit, and thus that the ice in the core has experienced entirely 

transitional flow. 

Ice-sheet thinning rate 
A third source of uncertainty is the amount of ice-sheet thickness change. Changes in ice-sheet thickness 

will affect the vertical velocity, causing more vertical strain of layers in a thinning ice sheet. For the 

deeper part of the ice core, changing the prescribed thinning rate is the most important source of 

uncertainty for the accumulation rate reconstruction (Figure S3, blue lines).  

We assessed the plausible range of ice-sheet thickness change both by fitting the measured vertical 

velocity profiles and by modeling the amplitude of the Raymond Arch. While 2D modeling of the 

dated internal stratigraphy of Roosevelt Island is on-going, we find that the likely range of ice-sheet 

thickness change is 1 to 3 cm/year, with 2 cm/year being the preferred amount.  

 

Figure S3: Reconstructed accumulation histories according to the 12 scenarios described in the 

text. The 95% confidence interval (grey area) is taken as the envelope of all accumulation histories. 

Colored lines show the impact on the accumulation history from the various sources of uncertainty, 

when changing one of these at a time relative to the preferred scenario (thick black line). 
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S5: Volcanic matching to WAIS Divide   

Figure S4: Volcanic matching between a) RICE and b) WAIS Divide for a recent section, including the 

Krakatau (1883 CE) and Makian (1861 CE) volcanic horizons. Vertical bars indicate volcanic match points 

(Table 2), and numbers denote the number of annual layers between match points in the two records 

according to their respective timescales. Mean peak height for Krakatau (white bar) does not exceed 2σ of 

the internal variability (mean of all available records), but is clearly visible when e.g. comparing the Ca2+ 

and conductivity records directly. Green area shows the conductivity-to-calcium excess directly from the 

two records, with the resulting non-sea-salt conductivity record shown in the top panel.   
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Figure S5: Volcanic matching between a) RICE and b) WAIS Divide for the deepest part of the RICE 

record considered here. Vertical bars indicate volcanic match points (Table 2), and numbers denote the 

number of annual layers between match points in the two records according to their respective timescales. 

For this section, the RICE17 timescale shows a small, but distinct, bias towards counting fewer layers than 

present in WD2014. 
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