The Southern Hemisphere semiannual oscillation and circulation variability during the Mid-Holocene
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Abstract. The Paleoclimate Modelling Intercomparison Project (PMIP) was undertaken to assess the climatic effects of the presence of large ice-sheets and changes in the Earth’s orbital parameters in fully coupled Atmosphere-Ocean General Circulation Models (AOGCMs). Much of the previous literature has focussed on the tropics and the Northern Hemisphere during the last glacial maximum and Mid-Holocene whereas this study focuses only on the Southern Hemisphere. This study addresses the representation of the Semiannual Oscillation (SAO) in the PMIP2 models and how it may have changed during the Mid-Holocene. The output from the five models suggest a weakening of the (austral) autumn circumpolar trough (CPT) and (in all but one model) a strengthening of the spring CPT. The effects of changing the orbital parameters are to cause warming and drying during spring over New Zealand and a cooling and moistening during autumn. The amount of spring warming/drying and autumn cooling/moistening is variable between the models and depends on the climatological locations of surface pressure anomalies associated with changes in the SAO. This study also undertakes an Empirical Orthogonal Function (EOF) analysis of the leading modes of atmospheric variability during the control and Mid-Holocene phases for each model. Despite the seasonal changes, the overall month by month and interannual variability was simulated to have changed little from the Mid-Holocene to present.

1 Introduction

The use of paleoclimate data and model simulations help to inform us of low-frequency climate variability on time scales longer than resolved in the instrumental record. Paleoclimate data also provides an understanding of how the global (and regional) climate system may respond to large changes in climate forcing (Jansen et al., 2007). Paleoclimate research has focussed on several time periods. These include those climates prior to the Quaternary period, such as the Eocene (55–34 million years ago) where global mean surface air temperatures were more then 10 °C warmer than today (see Huber, 2008, 2009; Hollis et al., 2009). Also, other paleoclimate studies have focussed primarily on the representation of climate during the Last Glacial Maximum (see for example Drost et al., 2007) and the Mid-Holocene (Hall and Valdes, 1997), which look at the climate response to extensive ice sheets and changes in the Earth’s orbital parameters.

Within the last two decades, the development of the Paleoclimate Modeling Intercomparison Project (PMIP) was undertaken to compare the model representations of the climate 21,000 (Last Glacial Maximum) and 6000 (Mid-Holocene) years ago with the available paleoclimate proxy data (Joussaume and Taylor, 2000). The work presented in this study will focus only on the Mid-Holocene phase of the experiment and the climate of the Southern Hemisphere (SH). The climate of the Mid-Holocene was subjected to different orbital parameters of the Earth around the Sun, which led to differences in the seasonal distribution of insolation across the globe. The difference in insolation at the top-of-the atmosphere, averaged across all of the models used in this study, can be seen in Fig. 1 for the SH. There is a strong decrease in insolation throughout the summer, which extends into autumn. The amount of insolation then begins to increase in late autumn (from the equator) before a rapid increase at high...
An important coupled ocean-atmosphere mode of variability, which varies on a seasonal time-scale, is the Semiannual Oscillation (SAO, see van Loon, 1967). The SAO in the SH mid- to high-latitudes is characterised by the contraction and strengthening of the circumpolar trough (CPT) from June to September and December to March with an expansion and weakening from March to June and September to December. An index for the SAO was developed by van Loon (1967) based upon observational data from stations throughout the SH, which used the temperature difference at 500 hPa between 50° S and 65° S. While previous work had identified the semiannual nature of the expansion and contraction of the CPT, the work by van Loon (1967) identified that the atmospheric conditions between 50° S and 65° S were important in governing the SAO. van Loon (1967) hypothesised that the SAO is a coupled atmosphere/ocean phenomenon but could not confirm this due to a lack of data. Subsequent work by Meehl (1991) and Simmonds and Walland (1998), involving a combination of modelling and observations, was able to confirm that the SAO is a coupled atmosphere/ocean process in the SH extra-tropics. Meehl (1991) even suggested the SAO may play a role in the formation of El-Nino and La Nina events, as well as influencing the Indian monsoon. The relation to ENSO is also highlighted in more recent work by Taschetto et al. (2007), which identified the influence of the SAO in the South Indian, Pacific and Atlantic Ocean sectors. Meehl (1991) also highlighted the difficulty early General Circulation Model (GCM) studies had in representing the SAO when coupled to a slab ocean model of 50 m depth, which is not deep enough to resolve convective processes that occur in the Southern Ocean and influence the SAO.

Features of the SAO index highlighted in van Loon (1967) and Meehl (1991) are two maxima in the 50° S–65° S 500 hPa temperature difference centred approximately on March and September/October, with a stronger temperature difference in autumn than spring. The SAO can be seen in the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis data (Kalnay et al., 1996) (see Fig. 2, black solid line), with the characteristic peaks in March and October. Meehl et al. (1998) and Simmonds and Jones (1998) used NCEP/NCAR reanalysis data to show that the amplitude of the September peak reduced after 1979 causing enhanced cyclonic activity in May–July and November–December with decreased activity in August–September. Further work by van Loon et al. (1993) confirmed that a change in the CPT variability occurred around 1979 and this was not due to improved observations after 1979. Also, observational work by Van den Broecke (2000a,b) has shown that the weakening of the amplitude of the SAO (highlighted in Meehl et al., 1998) resulted in changes to Antarctic cloudiness and wind speed as well as warming (cooling) in Antarctic surface air temperatures in the contracted (expanded) phases of the SAO in March/April and September/October (December/January and June/July).

However, the difference alone is not a good proxy for the strength of the CPT, as highlighted in Walland and Simmonds (1999), as cyclone activity in spring is generally stronger than in autumn in the SH. Another index for identifying the SAO, used by Meehl et al. (1998), is the difference in zonal, annual mean sea level pressure between 50° S–65° S (from now ΔSLP) and can be seen in Fig. 3 for the NCEP data. The strongest value of ΔSLP occurs in October (21.96 hPa), which is slightly higher than in March (21.78 hPa). The SAO can also be seen in the zonal mean SLP field as a function of latitude and month (see Walland and Simmonds, 1999), as in Fig. 4a. The NCEP data (Fig. 4a) have two lows centred on March and October, at 65° S, with the spring low stronger (982.0 hPa) than in autumn (984.6 hPa). Therefore, despite the apparent stronger baroclinicity in autumn (larger 500 hPa temperature difference between 50° S–65° S) the CPT is deeper in spring than in autumn. However, using seasonally averaged data may not be a good indicator of the baroclinicity of the atmosphere throughout that season as discussed in Simmonds and Lim (2009) and also reduced static stability in spring may lead to increased cyclone activity and a strengthened CPT (Walland and Simmonds, 1999). The CPT also varies at interannual time scales (see Kidson, 1999) and may also be sensitive to changes in the Earth’s orbital parameters.

Leading modes of atmospheric variability have also been identified using an Empirical Orthogonal Function (EOF) analysis (see Thompson and Wallace, 2000, as an example).

Fig. 1. The difference in zonal, seasonal mean insolation for the Mid-Holocene relative to the pre-industrial control (Wm⁻²), averaged over the five models used in the main analysis. Positive (negative) values are indicated by the solid (dashed) lines. The zero line is the thick black line.
The EOF analysis was carried out using NCEP reanalysis data (from 1971–2000) defined on a latitude/longitude grid with a spacing of 2.5° between 20° S–80° S. Gridded data were area-weighted to account for convergence of the meridians. Unrotated EOFs were used, as the Southern Annular Mode (SAM, see below) pattern is most clearly identified in the unrotated EOF analysis, and for consistency with other studies (e.g. Thompson and Wallace, 2000; Kidston et al., 2009). The three leading modes of SH interannual variability (with the seasonal cycle removed) have been calculated from the NCEP/NCAR reanalysis data for monthly mean Sea Level Pressure (SLP) and can be seen in Fig. 5. These leading modes of SLP variability are:

1. Southern Annular Mode, SAM: Fig. 5a, also known as the “high latitude mode” (see Karoly, 1990) describes 23.0% of the variability in SLP and is the leading EOF. The pattern in Fig. 5a exhibits a wavenumber 3 pattern but shows quite a strong zonal symmetry as also noted in Kiladis and Mo (1998).

2. South Pacific Dipole, SPD: Fig. 5b shows a strong forcing from the tropical Pacific with a dipole in SLP variability in the South Pacific near Antarctica and describes 8.8% of SLP variability (the term “South Pacific Dipole” is taken from Drost et al., 2007). The pattern in Fig. 5b has also been referred to as the Pacific-South America 1 (PSA1) teleconnection in Mo (2000) as there is a wave train from the Pacific, around the tip of South America and into the South Atlantic. Renwick (2002, 1998), Drost et al. (2007), Kiladis and Mo (1998) and Mo (2000) have all shown EOF2 is sensitive to ENSO forcing.

3. Wavenumber 3/Wave train, W: This pattern (describing 7.1% of the variability in SLP), see Fig. 5c, appears to show two features: (i) a strong wave number 3 pattern with a less zonally symmetric circulation than the SAM and (ii) a wave train originating near the North Tasman Sea propagating around Antarctica and into the South Atlantic. The pattern may be a variant on the SAM given in Fig. 5a but may also be forced by ENSO as suggested in Renwick and Revell (1999) and Drost et al. (2007).

The SAM varies on monthly, seasonal and interannual time-scales (see Kidson, 1999; Kidston et al., 2009; Jones et al., 2009, and references therein) and has been shown to be sensitive to changes in atmospheric greenhouse-gas concentrations and SH ozone depletion (Fogt et al., 2009; Miller et al., 2006; Perlwitz et al., 2008). Therefore, the SAM may show some sensitivity to the changes in seasonal insolation during the Mid-Holocene relative to today. Also, previous work by Zheng et al. (2008) and Chiang et al. (2009) (and references therein) have both shown a reduced ENSO variance in the Mid-Holocene, which may therefore influence the modes of variability in each model and particularly the SPD and W modes.

Based on the insolation changes given in Fig. 1, we would expect to see a weaker CPT in summer to early winter with a strengthening in late winter into spring. However, as there is little overall change in the annual mean insolation (Braconnot et al., 2007), we would expect there to be little change in the interannual atmospheric variability in the Mid-Holocene compared to the present day.
The PMIP2 literature to date has primarily focussed on the climate during the Mid-Holocene and Last Glacial Maximum for the Northern Hemisphere (for example Laine et al., 2009) and the tropics (for example Marzin and Braconnot, 2009). Only the work by Rojas et al. (2009) (for the LGM) has focussed on the SH. The work presented here will address the changes in seasonal and interannual variability in the SH, arising from differences in the Earth’s orbital parameters associated with the Mid-Holocene period 6000 years before present. Section 2 compares the PMIP2 “pre-industrial” model output to reanalysis data to assess the representation of the SAO. Section 3 compares the Mid-Holocene runs for the chosen PMIP2 models to their respective control phases (with respect to the SAO) and Sect. 4 identifies the changes in surface air temperature and precipitation arising from any changes in the SAO. Section 5 gives the results of EOF analysis on the SH SLP and how the leading modes of SH, low-frequency climate variability may (or may not) have changed during the Mid-Holocene. The conclusions are given in Sect. 6.

2 Verifying PMIP2 control simulations

2.1 Data and model simulations

A selection of six models were used from the PMIP2 database, which are given in Table 1 along with their vertical and horizontal resolution (a more comprehensive description of these models can be found in the reference list of Table 2 in Braconnot et al., 2007). The six models in Table 1 were chosen because they had the available diagnostics to analyse the SAO, while also having very little drift in the surface air temperature, implying the models were in near-surface equilibrium.

To test the capability of each model to represent current climate, each was compared to the NCAR/NCEP reanalysis data. Variables used from the NCEP reanalysis were the air temperature at 500 hPa and mean sea level pressure, between the years 1971–2000. As already described in Sect. 1, previous work has identified a shift in the strength of the SAO (after 1979) around the September/October maximum (see Meehl et al., 1998). Since the work presented in this paper focuses on differences between present day and the Mid-Holocene, the NCEP data will be averaged across the SAO transition.

2.2 50°S–65°S: 500 hPa temperature difference

As described in Sect. 1, an index for the SAO was originally suggested by van Loon (1967) and used in subsequent studies to define the presence of the SAO in the SH. The zonal mean temperature differences between 50°S and 65°S, averaged over all years for each month of the control run at 500 hPa (from now 500 hPa \( \Delta T \)) can be seen in Fig. 2 for each of the PMIP2 models listed in Table 1. The NCEP 1971–2000 mean is given as the solid black line and the ensemble mean as the black dashed line.

The models generally represent the autumn peak in the 500 hPa \( \Delta T \) much better than the spring maximum, with
the ensemble mean (without the IPSL model) 500hPa $\Delta T$ comparing well with the NCEP data between January and June. The October peak is very poorly represented and the ensemble mean 500hPa $\Delta T$ is lower than NCEP by 0.5–1.0°C as also noted in work by Raphael and Holland (2006) and Bracegirdle et al. (2008). The CCSM3 and FGOALS models generally have a higher temperature difference than NCEP and also have the autumn maximum a month too late, however the spring maximum is comparable with the NCEP data. HadCM3_UB, ECHAM5 and MIROC are unable to represent the October maximum in 500hPa $\Delta T$, however HadCM3_UB and MIROC do show a slight increase in the difference during spring while giving a good representation of the autumn maximum. ECHAM5 displays some of the SAO features but has an April maximum and almost no SAO signal in spring.

According to Raphael and Holland (2006), the poor representation of the spring peak in 500hPa $\Delta T$ in the GCMs can be attributed to a poor representation of the SST around 50°S, which agrees with Drost et al. (2007) (and

---

**Fig. 4.** Zonal mean sea level pressure (hPa) from re-analysis data and the PMIP2 control run for (a) NCEP (re-analysis), (b) CCSM3, (c) HadCM3_UB, (d) ECHAM5, (e) FGOALS, (f) IPSL, (g) MIROC and (h) the ensemble mean (without IPSL included) for each calendar month. Refer to Table 1 for details of each model.
Despite the deficiencies of the PMIP2 models apparent in Fig. 2 they do show some characteristics of the SAO, whereas the IPSL model (yellow line) does not show any characteristics of the SAO in 500 hPa $\Delta T$ and is generally 2°C weaker than NCEP. However, 500 hPa $\Delta T$ is not the only indicator for the presence of the SAO and so the IPSL model was retained until the sea level pressure patterns were analysed.

### 2.3 50° S–65° S: mean sea level pressure difference

As with 500 hPa $\Delta T$, most of the models (apart from FGOALS and IPSL) have a similar magnitude $\Delta$SLP to the NCEP data in March but lag the NCEP data by one month (which shows in the ensemble mean in Fig. 3). Only HadCM3 UB and MIROC have a maximum $\Delta$SLP in March. The real difference however is during spring where none of the models represent the October maximum well and even the ensemble mean $\Delta$SLP is approximately 10 hPa lower than in the NCEP re-analysis.

The zonal mean sea level pressures as a function of latitude and month have also been plotted for each of the PMIP2 models (and the NCEP/NCAR reanalysis data) in Fig. 4. HadCM3 UB, ECHAM5, FGOALS and MIROC all have two periods (in spring and autumn) where the CPT deepens, however the amount of deepening in each season is very model dependent. The CPT is stronger in spring than in autumn for the NCEP data and the only model with this pattern is FGOALS (Fig. 4e) although the central pressures of each low are too high (characteristic of the weak changes in 500 hPa $\Delta T$ in Fig. 2). HadCM3 UB and ECHAM5 capture the lowest pressure near 65° S but the autumn low (for
ECHAM5 is stronger than in spring (which is characteristic of the 500 hPa $\Delta T$ being too weak in spring, see Fig. 2) and both models lag the NCEP data by a month.

CCSM3 and IPSL do not show two distinct low pressure centres during the year (Fig. 4b and f, respectively) and the intensity of the CCSM3 low from April to October is too strong. However, CCSM3 does capture some of the features in 500 hPa $\Delta T$ (albeit too strong in April to October) and so will be considered further. IPSL however does not represent any features of the SAO at each of these stages and is removed from the next sections when comparing the control runs to the Mid-Holocene. The ensemble mean SLP in Fig. 4h without IPSL is able to capture the magnitude of the pressure minima near 65° S but the spring minimum is much weaker than in NCEP (as expected) and the low pressure belt centred on 65° S is too broad.

3 Mid-Holocene SAO

In this section, 500 hPa $\Delta T$ and changes in the SLP distribution will be analysed to identify the effects of changing the orbital parameters on the SH SAO. The changes in the analysed atmospheric variables were subjected to a t-test to determine statistical significance. The null hypothesis in each case was that the sample means for the Mid-Holocene and the control run were the same and the alternate hypothesis
that they were not. If $p \leq 0.05$ we rejected the null hypothesis. Subsequently, the statistically significant changes in atmospheric fields are indicated in the appropriate figures.

### 3.1 50° S–65° S: 500 hPa temperature difference

The 500 hPa $\Delta T$ SAO index for each of the PMIP2 models and the ensemble mean of those models can be seen in Fig. 6, with solid lines indicating the control run and dashed lines the Mid-Holocene run. The first point of note is the weakening of the autumn peak in 500 hPa $\Delta T$ in all models. Another similarity between models is a strengthening of the spring 500 hPa $\Delta T$ in October–December (September–December for CCSM3 and FGOALS). MIROC however does not show the same increase in 500 hPa $\Delta T$ difference in spring and actually shows a very slight reduction, which is contrary to output from the other models.

The zonal mean response of the model SSTs to the Mid-Holocene insolation changes in Fig. 1 can be seen in Fig. 7. SST data were available for four of the PMIP2 models – CCSM3, FGOALS, HadCM3 UB and MIROC (IPSL was not included). There is a general reduction in SST throughout the SH low- to mid-latitudes in all models from January to June with either a slight warming or no change to high-latitude SST. This contributes to the reduced MAM 500 hPa $\Delta T$ in all models by reducing the equator-to-pole temperature gradient. In late winter/spring however, there is a strong reversal in the mid-latitude SST anomalies and little change at high-latitudes in CCSM3, FGOALS and HadCM3 UB, which suggests an increase in the equator-to-pole temperature gradient and thereby increasing 500 hPa $\Delta T$ during the Mid-Holocene. The exception to this is MIROC (Fig. 7d), which has cooler SSTs persisting well into the spring and only a short period of weak warming in late spring/early summer. The warming (cooling) of low- to mid-latitude SSTs in response to the insolation changes, are likely to be driving the strengthening (weakening) 500 hPa $\Delta T$ during the Mid-Holocene.

While there are obvious limitations in the model representation of the spring maximum in 500 hPa $\Delta T$ (see Sect. 2.2), the similar responses of each of the models (except MIROC) suggest the strengthening is a result of the changes in orbital parameters and that the 500 hPa $\Delta T$ may have been stronger in spring during the Mid-Holocene than at present.

### 3.2 50° S–65° S: mean sea level pressure difference

Plots for $\Delta$SLP for each of the PMIP2 models and the ensemble mean can be seen in Fig. 8. The effect of reducing the autumn 500 hPa $\Delta T$ can be seen in all models with a reduction in $\Delta$SLP (approximately 2 hPa in March–April) with particularly strong reductions in HadCM3 UB and ECHAM5. The models all have reduced $\Delta$SLP from March to June, where there is reduced SH insolation at mid- to high-latitudes (see Fig. 1). The results from the PMIP2 models also suggest that the spring $\Delta$SLP increases (in agreement with 500 hPa $\Delta T$) except in the MIROC model, where there appears to be a reduced SLP difference throughout the year (again in agreement with the MIROC 500 hPa $\Delta T$ result in Sect. 3.1). The strengthened SLP difference corresponds with increased mid- to high-latitude insolation in late winter and spring (see Fig. 1).

The zonal mean change in SLP for each of the PMIP2 models and the ensemble mean, for the Mid-Holocene compared to the control, have been plotted in Fig. 9 for each month of the year. Each of the models (except MIROC) support the notion of increased (reduced) SLP during autumn (spring) between 60° S–80° S but also show a dipole feature with decreased (increased) SLP in autumn (spring) between 30° S–50° S. The increased SLP in autumn between 60° S–80° S occurs in all models but the initiation and duration of the increased SLP anomaly is very model-dependent. ECHAM5 and FGOALS (Fig. 9c and d, respectively) suggest that there is a general increase in SLP from the start of the calendar year up to August/September and only in spring does the SLP anomaly become negative. However, ECHAM5 and FGOALS show different effects at 30° S–50° S with much stronger negative anomalies in autumn in ECHAM5 than FGOALS.

---

**Fig. 8.** Another measure of the SAO index ($\Delta$SLP) for all of the available and stable (see Braconnot et al., 2007) models from the PMIP2 control run (solid lines) and Mid-Holocene runs (dashed lines) (hPa). Refer to Table 1 for more details on each model.
Both CCSM3 and HadCM3 UB have decreased SLP between 60° S–80° S, which starts in late winter, continues into January and February (and even March for CCSM3) but rapidly becomes positive in early- to mid-autumn. Also, both CCSM3 and HadCM3 UB have much more apparent dipoles in SLP between 60° S–80° S and 30° S–50° S.

While the zonal mean SLP plots indicate where the difference between the Mid-Holocene and the control run occur temporally, they do not give a detailed look at the spatial structure of the SLP distribution. As the main differences between the control and Mid-Holocene runs occur in autumn and spring the focus will now move to those seasons. The change in SLP for the Mid-Holocene relative to the control run can be seen in Figs. 10 and 11 for MAM (autumn) and SON (spring), respectively.

The increase in SLP throughout the CPT in MAM is apparent in all the PMIP2 models with decreases in SLP equatorward of the trough. Another similar feature in each of
The models is an increase in SLP between approximately 180° E and 100° W and shows as a pressure anomaly of more than 2 hPa in the ensemble mean. Despite these similarities, the patterns of SLP change between the Mid-Holocene and the control run vary considerably between the models. The FGOALS model (Fig. 10d) has very weak reductions in SLP equatorward of the CPT whereas the other four models show much stronger pressure decreases (Fig. 10a-c and e). HadCM3,UB appears to show a particularly strong change in the zonal SLP field (wavenumber 3) whereas the other models generally show the pattern to be more zonally symmetric in comparison (although there are some wave features in each, which show in the ensemble mean).

The structure of the changes in SH SLP for spring are more complex than the autumn changes. The response in CCSM3 (Fig. 11a) has an approximate reverse in the SLP anomalies compared to MAM with an enhancement of the CPT and an increase in SLP equatorward of 55°–60° S. CCSM3 has the smallest meridional change in the SLP patterns. Both HadCM3,UB and FGOALS (Fig. 11b and d) have a reduced zonal symmetry for the Mid-Holocene SLP field in a wavenumber 3 pattern, with negative changes in SLP, which suggests a strengthening of the CPT. HadCM3,UB and FGOALS also have higher SLP to the south of Australia and over the South Pacific, however the higher pressure anomalies are displaced further east (west) in HadCM3,UB (FGOALS), which would result in more southwesterly (northwesterly) winds over New Zealand and would have a strong bearing on climate there. The SLP decreases in the CPT are much weaker in ECHAM5 (Fig. 11c) than in CCSM3, HadCM3,UB and FGOALS whereas MIROC is the only model to show a weakening of the CPT in SON. Fea-

**Fig. 10.** The MAM mean difference in sea level pressure (hPa) between the PMIP2 Mid-Holocene and control runs for (a) CCSM3, (b) HadCM3,UB, (c) ECHAM5, (d) FGOALS, (e) MIROC and (f) the ensemble mean. Refer to Table 1 for more details on each model. Solid (dashed) lines indicate positive (negative) changes and statistically significant changes ($p \leq 0.05$) are shaded grey.

**Fig. 11.** The SON mean difference in sea level pressure (hPa) between the PMIP2 Mid-Holocene and control runs for (a) CCSM3, (b) HadCM3,UB, (c) ECHAM5, (d) FGOALS, (e) MIROC and (f) the ensemble mean. Refer to Table 1 for more details on each model. Solid (dashed) lines indicate positive (negative) changes and statistically significant changes ($p \leq 0.05$) are shaded grey.
Fig. 12. The ensemble mean change in surface air temperature (°C) between the PMIP2 Mid-Holocene and the control run for (a) MAM and (b) SON. Only statistically significant changes ($p \leq 0.05$) are shaded. Refer to Table 1 for more details on each model.

Fig. 13. The ensemble mean change in precipitation (mm day$^{-1}$) between the PMIP2 Mid-Holocene and the control runs for (a) MAM and (b) SON. Only statistically significant changes ($p \leq 0.05$) are shaded. Refer to Table 1 for more details on each model.

4 New Zealand climate in the Mid-Holocene

The general consensus from the PMIP2 models given in Sect. 3 indicates a weakening of the autumn maximum in the SAO with a strengthening of the spring maximum. As the work undertaken in this study forms the basis for a modelling investigation into New Zealand (NZ) Mid-Holocene climate, some of the changes in surface air temperature and precipitation associated with changes in orbital parameters will be considered. The focus will be on MAM and SON, where there appear to be the largest changes in the wavenumber 2 of the annual SLP cycle. However, the amplitude of the SAO in the New Zealand region is relatively small compared to the rest of the SH mid-latitudes (see Simmonds, 2003).

4.1 Surface air temperature

The ensemble mean change in surface air temperature, for the Mid-Holocene relative to the pre-industrial control run, in the NZ region, can be seen for MAM and SON in Fig. 12a and b, respectively. The first point to note is that MAM temperature changes are generally negative and SON temperature changes are generally positive, which agrees with the changes in SH insolation during the Mid-Holocene as shown in Fig. 1.
For MAM, the cooling occurs in all models with some variation to the south of New Zealand in the Southern Ocean (not shown) and each model shows a low pressure anomaly close to NZ. The cooling is rather extensive in all models throughout the region given in Fig. 12a, which suggests the reduced autumn insolation (see Fig. 1) is acting to cool surface temperatures substantially in this region.

In SON there is a general warming throughout the NZ region (Fig. 12b) in particular to the north of NZ and over Eastern Australia. However, due to the locations of the pressure anomalies presented in Fig. 11, there were some local variations from the ensemble mean in each model. HadCM3_UB in particular has strong cooling to the west of NZ with warming along the eastern side and then a further cooling south and east over the ocean. By looking at Fig. 11b, the SLP field has an enhanced wavenumber 3 pattern, which leads to an increase in the prevalence of southwesterly winds at the surface. The southwesterlies cool the western side of NZ but allow warming to the east as a result of a föhn effect. The opposite is true however in the FGOALS model, where the position of the low anomaly is further east, causing air to be drawn from the north and warming over NZ (see Salinger and Mullan, 1999; Kidson, 2000; Kidston et al., 2009, for more details on the influence of flow regimes on NZ temperatures). The importance of this result is that, despite FGOALS and HadCM3_UB both showing a tendency toward enhanced wavenumber 3 activity, the mean climatological positions of those anomalies result in completely different effects on NZ climate.

Overall, the results show persistent cooling in MAM and a warming in SON, however the SON warming depends much more on the position of the SLP anomalies shown in Sect. 3.2 than in MAM when there appears to be a more general cooling.
Table 3. The variability described by the three leading EOFs for the NCEP model and the pre-industrial control phase of the PMIP2 models (columns 2–4) and for the PMIP2 models for the Mid-Holocene (columns 5–7, denoted MH).

<table>
<thead>
<tr>
<th>Model</th>
<th>SAM %</th>
<th>SPD %</th>
<th>W %</th>
<th>MH SAM %</th>
<th>MH SPD %</th>
<th>MH W %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCEP</td>
<td>23.0</td>
<td>8.8</td>
<td>7.1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CCSM3</td>
<td>31.0</td>
<td>6.4</td>
<td>7.5</td>
<td>30.0</td>
<td>6.4</td>
<td>7.4</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>34.9</td>
<td>8.1</td>
<td>5.7</td>
<td>35.2</td>
<td>8.2</td>
<td>5.9</td>
</tr>
<tr>
<td>FGOALS</td>
<td>23.9</td>
<td>11.6</td>
<td>7.3</td>
<td>23.6</td>
<td>10.7</td>
<td>7.3</td>
</tr>
<tr>
<td>MIROC</td>
<td>36.4</td>
<td>6.4</td>
<td>5.6</td>
<td>36.9</td>
<td>6.1</td>
<td>6.4</td>
</tr>
<tr>
<td>HadCM3_UB</td>
<td>28.3</td>
<td>5.9</td>
<td>6.7</td>
<td>27.6</td>
<td>6.7</td>
<td>6.1</td>
</tr>
</tbody>
</table>

4.2 Precipitation

The ensemble mean change in precipitation for the Mid-Holocene compared to the control run can be seen in Fig. 13a and b for MAM and SON, respectively, in the NZ region. Unlike surface air temperature, the changes in precipitation show more small scale structure but do highlight some of the characteristics identified previously in Sects. 3.2 and 4.1.

The ensemble mean for MAM (Fig. 13a) indicates a moistening around NZ with more precipitation over the North Island, however when considering the individual models in more detail some of the effects of the SLP anomalies in Fig. 10 become more apparent. For example, a low pressure anomaly to the east of NZ in HadCM3_UB during MAM (Fig. 10b) leads to increased surface easterlies which causes increased precipitation along the eastern coast of NZ and drying to the west (not shown) and agrees with the flow regime identified in Salinger and Mullan (1999). However, precipitation is not governed by SLP patterns alone and there is a large amount of inter-model variation over NZ, although four of the five models used show increased precipitation over the North Island, agreeing with the reduction in SLP in Fig. 10.

For the SON ensemble mean (Fig. 13b) precipitation there appears to be reducing over much of NZ with stronger drying in the north than in the south. Four of the five models show drying throughout most of NZ with the only exception to this being MIROC, which has an increase in precipitation over the North Island and little or no drying over the South Island. The precipitation changes for MIROC during SON are similar to those of MAM, which agrees with the analysis in Sect. 3 that MIROC is the only model demonstrating a weakening of the SAO during the Mid-Holocene in both autumn and spring.

5 Seasonal to interannual variability

Sections 2 and 3 have focussed on the abilities of each of the PMIP2 models to represent the SAO and to identify how it may have changed in the Mid-Holocene compared to present day. There is a high degree of variation between the models particularly in the SLP fields (see Figs. 10 and 11). In this section we consider how well the models represent low-frequency variability in SLP and identify how that variability may have changed under different orbital parameters during the Mid-Holocene.

5.1 Variability in PMIP2 models: pre-industrial control run

To compare the PMIP2 models to NCEP data, the three leading EOFs of monthly mean sea level pressure (over all 100 years, for all months of the year and with the seasonal cycle removed) were analysed for each model given in Table 1 (except IPSL). To understand how well the models represented the spatial patterns of variability, the correlation between the NCEP and model data (for each mode) was calculated for all models. The correlation coefficients are given in Table 2.

All models show a high degree of spatial correlation with the SAM in the NCEP data, for the control runs. The spatial correlations generally drop for the SPD and W modes with FGOALS and HadCM3_UB giving the highest overall correlation with NCEP across the three modes and with ECHAM5 and MIROC showing the lowest correlation after the SAM. Following Table 2, the percentage of the variance described by each of the first three EOFs for NCEP and the five models under discussion are shown in Table 3. The first point to note is that ECHAM5 and MIROC are dominated by the SAM with both models describing more than 34% of the variance for that mode. They also describe less variance in the SPD and W modes than in the NCEP data (although ECHAM5 has a high percentage value for SPD, but a low spatial correlation with NCEP). These models (ECHAM5 and MIROC) seem to be too SAM dominated, and poor at representing the structures associated with ENSO forcing.

31% of the total variation in the CCSM3 SLP field is described by the SAM (Table 3). The SLP field in CCSM3 also has high spatial correlations with NCEP for the SPD (higher than in MIROC or ECHAM5) and W modes, see Table 2. The other feature of CCSM3 is that it describes more of the SH variability in the W mode than the SPD mode in the control run. HadCM3_UB also describes more variability in W than SPD but has a very high spatial correlation with the NCEP modes. Finally, FGOALS appears to be the
most capable model at representing the SAM compared to NCEP (see Table 3) while also distributing a large amount of the remaining variability in both the SPD and W modes (although the SPD mode is more dominant than in the NCEP data). FGOALS and HadCM3_UB both show the highest degree of spatial correlation with the NCEP modes and appear to be the best models at representing the leading SH modes of variability (SAM, SPD, W). However, HadCM3_UB describes more variability in the W mode than the SPD mode and has a tendency toward the SAM.

To identify how the models respond to ENSO, we produced correlation maps of the EOF time series for SAM, SPD and W with monthly SST anomalies throughout the globe for FGOALS and MIROC. FGOALS and MIROC were chosen as they displayed the respective highest and lowest percentage of variance described in the SPD and W modes. FGOALS showed a stronger trend toward the SPD and W modes, whereas MIROC displayed a much weaker tendency, which agrees with the extensive ENSO analysis of PMIP2 models by Zheng et al. (2008). The correlation maps are given in Fig. 14. The FGOALS model has negative correlations between Eastern and Equatorail Pacific SST and the SAM and positive correlations in the South Pacific (Fig. 14a). MIROC however, has a much more zonal mid-latitude setup with the SST correlation (Fig. 14d). The real dominance of ENSO in FGOALS becomes apparent in the SPD/SST correlation field in Fig. 14b. The correlation coefficients are generally −0.5 or lower throughout the whole of the Tropical Pacific with strong positive correlations to the north and south. MIROC displays a similar pattern to FGOALS (see Fig. 14e) but the correlation coefficients are much weaker and are generally less than 0.2 in absolute magnitude. Finally the W mode still exhibits an ENSO component in FGOALS (Fig. 14c) but the correlation coefficients are generally within ±0.2, which suggests a very weak relation. However, the work by Renwick (1998) suggests that the atmospheric response to ENSO of this mode (W) has opposing signs from September-February and March-August resulting in a “cancellation of the ENSO signal over the year”, which may be occurring in FGOALS. The ENSO signal from MIROC in W is almost non-existent showing a weak ENSO in this model (Fig. 14f) as also noted in Zheng et al. (2008).

5.2 Variability in PMIP2 models: Mid-Holocene run

The previous section identified how the models represent the SAO and addressed how the SAO may have been different during the Mid-Holocene. The PMIP2 models are generally capable of representing the maximum in the zonal mean 500 hPa temperature and SLP differences between 50° S–65° S during austral autumn but give a poor representation of the maximum in austral spring. Despite these discrepancies only one of the PMIP2 models used did not show any features of the SAO and was discarded from the analysis.

Correlations between the EOF time series and global SST anomalies were also undertaken for FGOALS and MIROC for their respective Mid-Holocene runs. The relationships to SST were very similar to those seen in the control phase and are not shown. The overall suggestion from this section is that the leading modes of variability identified in the EOF analysis (and their relation to ENSO) were very similar in the Mid-Holocene to present day despite a reduction in ENSO variability given in Zheng et al. (2008) and Chiang et al. (2009).

6 Conclusions and discussion

This study has identified how the PMIP2 models represent the SAO and addressed how the SAO may have been different during the Mid-Holocene. The PMIP2 models are generally capable of representing the maximum in the zonal mean 500 hPa temperature and SLP differences between 50° S–65° S during austral autumn but give a poor representation of the maximum in austral spring. Despite these discrepancies only one of the PMIP2 models used did not show any features of the SAO and was discarded from the analysis.

The main differences between the Mid-Holocene and pre-industrial model runs from PMIP2 was a weakening in the 500 hPa temperature and SLP differences during MAM in all models and a strengthening in all but one model (MIROC) during SON. The changes in 500 hPa temperatures agree with the changes in the SH SSTs for the Mid-Holocene, which are responding to the changes in insolation. The discrepancy in the MIROC model can also be attributed to its own seasonal SST response in the SH. As the SAO is a coupled ocean–atmosphere process, it is unsurprising that the insolation driven changes in SST influence the CPT. The results in this study therefore suggest that during the Mid-Holocene the CPT was stronger and more contracted in SON than at present but weaker and more expanded in MAM. However, the poor representation of the SAO features during SON and the role of static stability in cyclone formation during SON leads to strong uncertainty in the differences between Mid-Holocene climate and present day during spring.
The analysis of temperature and precipitation on a more regional scale also acts to highlight the uncertainty in representing the Mid-Holocene climate. The models showed a systematic cooling response throughout the New Zealand region in MAM, which is likely to be associated with reduced insolation whereas a general warming during SON (possibly associated with increased insolation) was observed. However, the SON warming was not as spatially coherent between the models as in MAM and wave features observed in the SLP anomalies (for the Mid-Holocene relative to the control runs) had the potential to impact on the surface air temperature. The ensemble mean suggested a wetter New Zealand in MAM and drier conditions in SON, but the variation between models is high, which was also associated with the positioning of SLP anomalies.

As for other modes of variability (derived from the EOF analysis), all of the models showed a high spatial correlation with the SAM although all models, except for FGOALS, over-emphasised the importance of the SAM. FGOALS displayed the highest spatial correlations (for the three leading EOFs) with NCEP data but had a much stronger forcing from ENSO than the other models. Despite other studies indicating that the variability of ENSO was weaker during the Mid-Holocene, this did not impact very much on the occurrence of SPD and W events in the SH for all models analysed. The suggestion from this study is that the leading modes of atmospheric variability generally changed little whereas seasonal climate changed in response to the changes in Earth’s orbital parameters.

This study has demonstrated that GCMs struggle to capture aspects of the SAO while showing a strong tendency toward the SAM. The results also indicate that the representation of past NZ climate is very dependent on the model used. Our future work will incorporate the use of a Regional Climate Model (RCM) centred on New Zealand to represent the climate of the Mid-Holocene (at higher resolution) and then compare it to available proxy data. This study has identified some of the large scale atmospheric circulations that may bias our future RCM experiments.
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